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Abstract

In the current competitive conditions, all the miacturers’ efforts are focused on
increasing the customer satisfaction as well asigied the production and delivery
costs; thus, there is an increasing concentratiohe structure and principles of supply
chain (SC). Accordingly, the present research itigated simultaneous optimization of
the total costs of a chain and customer satisfacilibe basic innovation of the present
research is in the development of the hierarchimedtion problem of factories and
warehouses in a four-level SC with multi-objectaygproach as well as the use of the
multi-objective evolutionary metaheuristic algonth. The main features of the
resulting developed model would include determoratdf the number and location of
the required factories, flow of the raw materiabnfr suppliers to factories,
determination of the number and location of thetritigtion centers, flow of the
material from factories to distribution centersgdimally allocation of the customers to
distribution centers. In order to obtain optimalusions of the model, a multi-objective
hybrid particle swarm algorithm (MOHPSO) was preésdnthen, to assess performance
of the algorithm, its results were compared witbsth of the NSGA-II algorithm. The
numerical results showed that this algorithm haceptable performance in terms of
time and solution quality. On this basis, a reatecatudy was implemented and
analyzed for supplying the mountain bikes with piheposed algorithm.

Keywords: Location and allocation, multi-level supply chamn-dominated solution,
Pareto optimal solution, hybrid particle swarm aigon, NSGA-Il metaheuristic
algorithm.

1- Introduction

Supply chain (SC) is an integrated system of istated equipment and activities, which serves in
relation with process, transfer, and distributiéthe products among costumers. SC managemersteis a
of tools used to improve efficiency of the supmiemanufacturing plants, warehouses, and ultimately
retailers of the product. The objective of SC mamagnt is the proper allocation to the proper pkitce
the proper time in order to minimize the systengtal cost and provide satisfactory services to the
customers.
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This definition implies that a SC is consisted e¥eral interdependent components, each of which
attempts to maximize its objective function; intfawe are faced with a problem with various objesti
functions that need to be satisfied at the same.t8unch a problem is called multi-objective optiatian
with numerous Pareto optimal solutions; thus, thalfdecision is to establish balance in the ertirain
based on all the criteria. Such a balance, whidbiained based on the criteria, is called trade-of

So far, the success criteria for companies geneiratluded reduced costs, shorter production time,
shorter delivery time, less inventory maintenariigher market share, increased reliability of cetjv
time, better customer services, higher quality, effective coordination between demand, supply, and
production. The exchange between the investmentaras service level might change over time; thus,
investigating the SC performance requires contisueualuation of the chain because, under such
conditions, the managers can make appropriateidesiat the proper time. The key problems in SC are
generally divided into three categori€¥} Supply chain desigri2) Supply chain planning ar(@) Supply
chain control.

In the chain design phase, strategic decisions asclocation of the facilities and selection of the
appropriate technology are taken. In order to aeaiy efficient SC, appropriate location of the lfties
is of special importance. Strategic decisions nexuiigh costs and so much time; therefore,
implementation of such decisions is expected tmbee durable. The environmental changes during the
facilities’ lifetime are considered as a seriousiticm for location of the facilities; therefore,ettbest
definitive location for new equipment is one of th@st important strategic challenges. Once the SC
framework is formed, the attention will be led todaechnical-operational decisions. Decisions on
management of the management of raw materials,-figistied materials, or final product as well as
decisions on the product distribution within theaichare among the decisions in this category. In a
typical SC management, the SC network’s decisioasisually focused on an objective, minimization of
costs, or maximization of profits; however, deaisioaking, planning, and scheduling of the projects
usually seek to establish a balance between vaimmasnpatible objectives including fair distributiof
the profit among all the chain members, approprietel of customer services, appropriate reliapilit
inventory, flexibility in the orders volume, and sm. Thus, in a real SC, it is attempted to optemiz
multiple objective at the same time. The main peoblwith the SC design is to select a set of optimal
solutions for a multi-objective problem; thus, st necessary to have an efficient algorithm, whiah c
provide the best possible solutions. In this regatddies have shown that the evolutionary algorith
have good performance, since they can ultimateld e an appropriate solution for a multi-objective
problem. In the proposed model, a non-dominant BgOrithm was used for simultaneous optimization
of two objectives, namely minimization of the totdlain cost and maximization of the finishing riste
SC with four-level structure. Considering these tfijective functions, an efficient SC can be destgn
along with optimal transportation between its comgus.

In general, the main innovations of the presenéaesh included the following cases: the first and
most important innovation of this research wasdingultaneous optimization of the costs and customer
satisfaction level in a multi-level chain; on thiasis, a four-level chain was considered in whiuod t
decisions should be made on the key componentadimg) warehouse location, manufacturing plants
location, as well as product and raw material itistion. The second part of the innovation in this
research was defined as the use of multi-obje@ix@utionary optimization methods to optimize the
problem; accordingly, the multi-objective partisarm algorithm and multi-objective genetic aldamit
were used. Furthermore, in order to show appliggkof the present research, the developed model as
well as its results were investigated and analywed real case study.

The remaining sections are organized as followsSdntion 2, some of the most important previous
studies on this field are described. In Sectioth&,developed mathematical model is describedtailde
Section 4 investigates the multi-objective probleshving approach. In Section 5, performance of the
evolutionary particle swarm algorithm is examinkdSection 6, the results obtained from optimizatio
of the case study by the developed model and @wohuty algorithm is investigated. And in the final
Section, the conclusion and some suggestions fir€fustudies are presented.
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2- Resear ch background

This section deals with the previous works condiliate@ location of facilities as well as multi-
objective optimization along with the particle smaalgorithm. The major decisions that are madehen t
SC management include:

1. Which product should be produced, and how muzh®Mow much of the product should be
maintained in the inventory system of each secti®n®here are the factories and distribution center
located?

Moreover, location of the facilities is one of thmst important and difficult decisions, which atfec
efficiency of the SC. The total chain costs andleéwel of services are mainly affected by the numbe
size, and location of the facilities; therefore,lamge part of the studies have been conducted on
improvement of the SC efficiency in relation withcation. The first studies on the theory of locatio
were primarily initiated by Webster in 1909, whislere focused on locating a warehouse in the city in
order to minimize the total costs of the costumé&@veling. Since then, one of the considerabldistu
on location was conducted by Hakimi (1964), whoestigated location of the distribution center in a
network as well as location of the police stationa highway.

Recently, many of the studies have been focusddaation of facilities as the formulation of a $tat
and deterministic system along with constant aeatified inputs, which have finally led to an opéim
solution for this formulation. Such problems thdtain the optimal solution through formulation are
called average level problems. Besides, simultamémation and allocation of multiple facilitatessgpite
the flow of materials between the facilities angtomers has been focused in researches. Such poble
have been revised by Scott (1971). Excessive diyeo$ such problems in various industries and
different SCs has been investigated by Warszaw€ki3). In these models, a constant cost and arlinea
cost is considered for allocation and transpontatiespectively; besides, it is assumed that e&theo
warehouses contains more than one type of proditetianov and Serra (2001) presented the swarm
index in the hierarchical location. According tdstindex, the hierarchical location models wouligaipt
to locate the facilities of companies in regionshwgreater population concentration and supplythedl
customers’ demands in the nearest center.

Yasenovskiy and Hodgson (2007) applied the p-medimation in the hierarchical conditions;
accordingly, a mathematical model was presenteld thi¢ aim if reducing the total costs along witk th
accurate results of its solution. In another catggb problems, location of facilities with one optor is
considered, so that each facility is located irogeptial place. In this category, there are tweestan the
first state, location of the companies is carrietily considering their capacity, and in the secstade,
location is carried out regardless of their caya&uch type of problems has been mainly invesidjaty
Mirchandani and Francis (1990) and ReVelle et2008). Dynamic location of the facilities is anathe
type of location in the real world. Scott (1971yd®ped location of multiple facilities in dynanfigrm.
Erlenkotter (1981) compared the performance of isBaroptimal solutions for the dynamic single-
facility location problem.

Due to the complexity of the problems associateith Wication-allocation, and also their usage in
supply chains, the necessity to use the approximathods become clearer. The most important
approximate methods that have been recently camsldey researchers are meta-heuristic algorithms
such as genetic algorithm and PSO (particle swaptim@zation) algorithm. PSO was presented by
Kennedy and Eberhart (1995) as the simulator aasbehavior, and was introduced as a meta-hegiristi
algorithm in 1995. Parsopoulos and Vrahatis (20023 one of the first researchers who attempted to
work on the performance of PSO in multi-objectiy@imization and find the Pareto optimal solutions.
Mostaghim and Teich (2004) presented a new metbodextracting the new population in MOPSO
(multi-objective particle swarm optimization algtwin) algorithm. In this algorithm, they attemptedit|
the gap between the non-dominated solutions itfnitial population and future populations.

In the following, this research is focused on ral@vresearch in supply chain optimization with the
purpose to use the approximate methods and metéstiealgorithms.
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Tsou et al. (2011) presented a bi-level model, fictv the orders were considered as constant, and
there were missing sales. They optimized the periodentory investment and appropriate servicellev
at the same time. In the optimal solution, theyduaa MOPSO-based algorithm to find the optimal
inventory policies. Nguyen et al. (2012) studied Heuristic methods of location and distributiorbin
level chains. For this problem, they proposed threeristic voracious algorithms for generating the
initial solution; besides, in order to improve tbelutions, they used the GRASP heuristic algorithm.
Latha Shankar et al. (2013) tried to solve the lemobof location, allocation, and distribution irfaur-
level SC. They carried out location of warehoused factories, allocation of each warehouse to the
factories, and determination of the commoditiepging rate at the SC level at the same time. Shaab
al. (2013) developed a mathematical model for sgivihe problem of location and distribution by
considering the warehouse inventory control in ardevel SC; accordingly, the hub was used for
shipping the products at the SC level. The mathiealanodel proposed by these researchers determines
three cases simultaneously: 1) location of wareb®asd distribution hubs, 2) allocation of warelesus
retailers, and customers to the suppliers, waretsguend retailers, respectively, and 3) decisians o
inventory level.

Yu et al. (2015) considered the multi-product statéhe location and distribution problem. Thegtti
to determine the location of factories, productiate of each commodity, and rate of shipping to the
central warehouses. Montoya et al. (2016) focusetthe location of facilities with capacity constria in
the SC with regard to the environmental pollutiassvell as the costs of production and implemeoriati
of the facilities. In this research, an integeedn mathematical model was presented to deterrhime t
optimal facility location. Haji abbas and Hosse#grhad (2016) developed a discrete covering location
allocation model for pharmaceutical centers. Thaysidered two objectives; the first one minimizes t
costs and the second one was the maximizationstbmer satisfaction by description of social justic
Jena et al. (2016) investigated the dynamic lopaiio the SC. These researchers considered the
possibility of opening and closing each facilitydiferent periods for various facilities in the S@ang
and Ouyang (2016) attempted to solve the probleroaition in the SC in a dynamic manner. This
research was aimed to determine the optimal numbfacilities as well as the time of developingithe
capacity with regard to the SC costs. Li et al1(@0nvestigated the multi-period hierarchical lioa for
rural areas. In this regard, the purpose of theippsed mathematical model was to reduce total dvaiam
distances covered by the customers. This model opéimized by the proposed heuristic method. A
summary of the reviewed studies is presented ile thb
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Table 1. Investigating some of the studies reviewed aloith the present research

. L Solution
Researchers Year Subject Objective
approach
Weber 1909 Urban V\_/arehouses Reducing the costs Precise solution
locatior
Scott 1971 Dynam|p_|ocat|on Reducing the costs Precise solution
of facilities
Increasing the
Marianov and Hierarchical service level with .
2001 - . Heuristic
Serra location swarm index
Yasenovskiy and P-median-based Reducing the total . .
Hodgson 2007 hierarchical location cost Precise solution
ReVelle et al. 2008 Bi-level location Redli%gtg the total Precise solution
Location and Reducing the
Tsou et al. 2011 inventory in bi-level construction and Heuristic
chain inventory costs
Location and . .
Nguyen et al. 2012 distribution in bi-level M|n|_m|2|ng the Pre_se_ntlng two
) chain cost newheuristic methods
chain
Latha Shankar et Lo_catlon Minimizing the Precise solution
2013 allocation, and . .
al. ST chain cost with GAMS
distribution in SC
Location and
distribution with Reducing the Precise solution
Shahabi et al. 2013 regard to the construction and .
i . with GAMS
warehouses inventory costs
inventories
Locaton ot MbiniZng e
Montoya et al. 2016 warehouses with . Precise solution
. . pollution and
capacity constraints .
construction cos
Jena et al. 2016 Dynamic location Reducing the total Lagrange release

Wang and Ouyang

Li et al.

This research

in SC

Dynamic location
2015 with regard to capacity
development

Multi-period

2017 hierarchical location

Location-allocation
in the four-level SC

chain cos

Reducing the total
chain cost

Reducing the total
cost

Reducing the total
cost-increasing the
satisfaction level

Continuous
approximation

Heuristic

Multi-objective
hybrid particle swarm

By reviewing and comparing the previous studiesadnordance with table 1, one can consider that
the basic innovation in the present study is inigidg a multi-objective mathematical model for
hierarchical location in a multi-level SC with regp to the simultaneous reduction of the total eost
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increasing of the customer satisfaction. Furtheenam order to solve this mathematical model, the
evolutionary multi-objective meta-heuristic algbrits would be used; so that, according to the reaew
literature, such a research has not been condudtedhe mentioned innovations so far.

3- Mathematical modeling and formulation

In this section, optimization of the network modéjectives of an SC will be discussed, and then a
mathematical model will be developed. While designan SC network, the managers should make
decisions on location and allocation of capacitgach of the facilities that is interrelated withers. In
the developed model, a public SC network with fdifferent levels is considered. The first levethig
customer zone (CZ) that will be actually the pléareselling the products to customers. The secendl|
includes the distribution centers (DC), which vk indeed the place for transferring the produats t
customers. The third level is, in fact, the factorythe manufacturing sector. And in the fourthtieeg
the suppliers are located. The income resulted Beltng the products will be spent for the equiptne
human force, transportation, purchasing the reduiraterial, and inventory. In order to reduce the
complexity of the mathematical modeling and forbe imodel to converge to optimal solution, a
minimum demand is assumed for the given producthabin all the scenarios, such minimum demand
should be met. Figure 1 demonstrates the strucfutiee studied chain.

Suppliers

Manufacturers

Dcs

czs -'%5? Al g
& fi I\ hoym
Figure 1. Structure of the studied chain
3-1- Hypotheses

v" Manufacturing the product requires three raw maleri

v Capacity of the suppliers for raw materials vara®] the costs of production and transportation
of each unit of raw material in each of the supplis specified.

v' Potential location zones for factories and distidnicenters are specified.
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v" Production and maintenance costs for each prochdttdsstribution costs for each factory and
distribution center are constant.

v Inventory cost for each product and cost of tramisfg the product from each distribution center
to each of the customer zones are constant.

v" Minimum finishing rate should be maintained.

3-2- Modd inputs

v" Number of suppliers and their capacity for each maaterial

v" Number of potential zones of factories and distidrucenters as well as their capacity

v Cost of creating each raw material in each of tigpBers as well as the cost of transferring from
each supplier to each factory

Costs of production and inventory in each factory

Cost of transporting each unit of product from filagtory to each distribution center

Cost of efficiency of the product in each of thdgsribution centers and cost of transporting each
product from that center to the customer zone

Number of customer zones and their demands

Minimum finishing rate (a percentage of the met ded) that should be maintained.

AN

AN

3-3- Modd outputs

Amount of each raw material that should be transggoirom a supplier to a factory.
Number of factories and their location

Flow of materials from the intended factory to disition centers

Number of distribution centers and their location

Allocation of customer zones to distribution cester

ANANANA A

3-4- Objective functions
v/ Minimizing the total SC cost, which includes rawtaréal production, transportation, location of
factories, production and maintenance, distributibthe products from factories to distribution
centers, efficiency cost of the distribution cesteand cost of transporting from the distribution
centers to the customer zone
v" Maximizing the finishing rate
The production ability indicates the company’s iptio meet the customer’s order with regard to the
available inventory. The inventory shortage ocauingn the manufacturer receives the customer’s order
but lacks sufficient inventory. The product’s finisg rate (FR) and cycle service level (CSL) aiteda
for measuring the product’s availability. The protisi finishing rate is a fraction of the productulnd,
which is met through production and maintenanceyewer, the cycle service level is a fraction of the
cycle replacement, which is finished by meeting tlegnands of all the customers. In the following
sections, the decision parameters and variablagpioblem will be presented.

3-5- Notations

Indices:

i customer areas and demand zones
warehouses

potential zones of location of factories
suppliers

components (constituents of the final product)

O T o=
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Parameters:

Demand of the customer j

Potential capacity of the factory i

Potential capacity of the warehouse e

Supply capacity in the supplier h for the comporent

Annual fixed cost to setup the factory i

Annual fixed cost to setup the warehouse e

Cost of preparing and transporting the componértra the supplier h to the factory i
Cost of manufacturing and transporting from thadaci to the warehouse e
Cost of transporting from the warehouse e to tlstarner j zone
holdingcost in the factory i

holding cost in warehouse

Decision variables;

Yi
Ye
Xhci
Xie
Xegj

1if the i is constructed, otherwise 0

1if the warehouse e is constructed, otherwise 0

Amount of the component c transported from the Bepp to the factory i
Amount of the final product transported from thetéaty i to the warehouse e
Amount of the final product transported from ther@euse e to the customer j

3-6- Mathematical model

MInZ _Zf y| +Zf ye+ZZZ(Cchl +IC, )'del +ZZ(C|e+IE )x|e+zzc xej

Max z, =

i=lh=1le=1 i=le=1 e=1lj=1

$3,

e:1 =1

<S,.y, Uhc
<D, U
<K.,.y, Ui
<K.,y. Ue
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Zn:xie—ixej >0 [e (8)

i=1 j

iixq

0.856:121;55 1 (9)
j J

v.,Y.,y,0{0,3 Oi,eh (10)

Xier Xg 1 Xpg 20 Ui e,jhe (11)

The objective function (1) demonstrates minimizatiof the total cost of implementing and
operationalizing of network (including fixed andriable costs), and the objective function (2) repres
maximization of the finishing rate.

Constraint (3) indicates that the total amounthef products sent from the supplier cannot be greate
than the supplier's capacity. Constraint (4) impltbat the demand should be met at any point in the
market. Constraint (5) states that no factory egaply commodities more than its capacity; similafbyr
the constraint (6), the supplier serves in the same Constraint (7) expresses that the amountfezmt
the factory should not be greater than the flovthef raw material entering the factory. Constra8jt (
suggests that the amount sent from the warehowsgdshot exceed the amount entering the warehouse.
Constraint (9) states that the level of meetingemahnd, regarding the finishing rate, should behi t
range of 80-100%. Finally, the constraints (10) €l determine the type of decision variables.

4- Solution approach
4.1. Multi-obj ective optimization concepts

General multi-objective optimization can be considieas a continuous process of optimizing two or
more conflicting objectives with regard to certaonstraints. Since the multi-objective optimizatiuas
multiple objective functions, the solution metheaks to find exchanges between the obtained sohitio
The concept of Pareto optimality in the multi-oltjee optimization was introduced by Pareto in 1986
follows:

Where the poin~ 0 Q will be the Pareto optimal solution {f, (x ") <f. (x))0i O1,x 0Q, where

I :{1,2,....K}and there is at least oel ]| so that(f, (x") < f, (x))0i OI .

This definition states that s the Pareto optimal solution if there is no remdne solution that can
reduce some of the measures without simultaneausdse in at least one of the objectives. The multi
objective optimization algorithm uses the concepti@minance to obtain the optimal solution. In this
algorithm, two solutions are compared with eactentbo that it is evaluated whether one domindtes t
other one or not. If there are M objective funcipthen the solution X will dominate the solutionirY
case that both of the following conditions are true

1. The solution X is worse than Y in none of the objexs.
2. The solution X is better than Y in at least on¢haef M objectives.

If only one of the above conditions is true, thka $olution X will not dominate the solution Y.thme
multi-objective optimization, since we face morartone objective for optimization, there is notyoal
single optimal solution that optimizes all the aljees. The output results include a set of optimal
solutions that have different values in differamdtions. This set of solutions is called nhon-danirset.
The following two conditions should be true for kanember of the non-dominant set:
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1. Both non-dominance sets should be non-dominartivelto all of each other's members.
2. Any solution that doesn’t belong to the non-dominset is dominated by one of the members of
the non-dominant set. Such non-dominant set is kreswmthe set of Pareto optimal solutions.

Due to minimization of the total SC costs and mazation of the finishing rate and, as a result, the
conflict of these two objectives in terms of theature, it would be impossible to obtain an optimal
solution for this problem; therefore, in such ae;ai$ is attempted to obtain optimal solutions that
determine appropriate policies for the chain. Thhse, set of Pareto solutions and its decision b
are designed such that the decision maker cant$b&ePareto solutions to meet his need.

4-2- Introduction of particle swarm algorithm

Particle swarm algorithm (PSO) is one of the newegtulation-centered techniques for optimization
of the models (Kennedy and Eberhart, 1995). In d@tgerithm, some of the solutions are considered as
the particles moving in the solution’s space. PG &#ased on the behavior of the societies that are
interrelated both socially and individually (suck the birds looking for food) (Coello, 1999). A dir
might find its food whether through group coopeamatwith other birds or lonely.

In the PSO algorithm, each individual (particlejlitates a solution in the N-dimensional space;
besides, each particle is informed of the best epee of his own and others. Each particle chaitges
path with regard to the equations (12) and (13e{lGet al. 2002).

Vi =WV +C* r( Pi; _Xij) +c ) r3( Py _Xa (12)

Xij =X +V; (13)

In equations (12) and (13), w is a constant fatttat is affected by the local and general abilityhe
algorithm, y is the speed of thé particle in the'] dimension, cand gare the weights that are affected
by the personal and social movementsarmdr, are the random numbers from uniform distribution
between 1 and 0,;pepresents the best value found by thearticle, and  indicates the best solution
found by all the particles. Once the particle’sespés updated, the new position of tieparticle is
calculated in the'jdirection. Eventually, all the particles resemaleuge flock of birds that, in order to
find their food, are moving toward the regions witlore foods; in fact, they are approaching an cgitim
solution with more fithess function. The PSO altfori is highly regarded due to its simplicity of
implementation and capability of rapid converget@éhe reasonable solution. In this algorithm, drett
searching and finding the optimal solution requiadgusting a few parameters.

Operators of the MOHPSO algorithm should be setepteperly. In this algorithm, the speed should
be converted into the probabilistic mode, whicthis chance of getting a value of 1 for the particlere,
the particle’s speed was calculated using equafibfis (15), and (16), where and g are constant and

equal numberspBest, is the best solution of any particle ABest, is the best total solution (leader), w
is the constant inertia value and equal to @.%ndr, are random numbers/, is the particle’s speed,

X, Is particle position,V, is equal to 4, ang, is the probability between 0 and 1. Then, the ramdo

number O is produced in [0, 1], and the particle’s new fiosiis determined using equation (17) (Che,
2012).

V., :w\/,yt_l+c1.r1.(pBastI —x,t)+czr2(nBastt —x,t) (14)
_Vmax SVI 1 SV max (15)
1
P, = 1+e*" R (16)
1 pss
X, = 17
' {0 Otherwise a7
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In this algorithm, the random mutation with rate @2 was used. In general, the MOHPSO
algorithm’s steps can be expressed as follows:

Step-one: Generating the initial solutions randomly

Step-two: Calculating the fitness value for eachthaf initial solutions based on the defined objecti
functions

Step-three: Determining the non-dominant solutigeiserated in the set of initial solutions

Step-four: Determining the leader solution from agthe available solutions to create neighborhood i
the solutions

Step-five: Creating new solutions based on equatftd) and (15)

Step-six: Updating the best personal experienaach particle. If the particle’s new position doatas
the best experience, then the new position willaep best experience, and if none of them domithege
other one, one of the above positions will be ramgaonsidered as the best experience.

Step-seven: Adding the non-dominated members ofuhent population to the external memory
Step-eight: Eliminating the non-dominated membéith® external memory
Step-nine: Eliminating the members exceeding thereal memory’s capacity

The probability of elimination of the members exaieg the external memory’s capacity is obtained
through Equation (18). In this equation, ii is tbell number. After determining the probabilities of
elimination of the additional solutions by Rouléitdheel method, the additional solutions are removed

;i

Z jenii
J

Step-ten: Stop in case of fulfillment of the finisty condition, otherwise going to the third step.

del _prob, =

, 0<d€d rob. <1,) iqg. =1
_p 1] iZIQII (18)

In figure 2, the MOHPSO algorithm’s steps are repreed as flowchart.
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Generating the initidl
population of particle
(N=1)
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()
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I
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the archive by th
particles
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Particles motion
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Updating the begt
personal experience of
each particle
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Adding the non-dominateld
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population to the archive

NS
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Eliminating thel
dominated members of
the archive

NS
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members of the archie
memory

NS

N=N+1 (The number of
iteration)

NS

Yes
N< Max iteration

No

Figure 2. MOHPSO algorithm’s flowchart
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4-3-Two-objective genetic algorithm (NSGA 11)

Genetic algorithm is one of the heuristic algorighfor solving the problems, which has been derived
from biological modeling of the animals’ populatidn this algorithm, characteristics of the anirhals
generation is resembled to the value of the objectiinctions and improvement of the generations’
characteristics over time, and emersion of the mmmerations from intercourse of the previous
generations is analogized to the improvement ofviliee of the objective function; in other wordsist
algorithm uses the Darwin's natural selection ppilecto find a formula or the optimal solution irder to
predict or compare the pattern. The NSGA Il genalgbrithm, as one of the multi-objective genetic
modes, is as follows:

Creating the initial population

Calculating the fitting criteria

Sorting the population based on the dominance tondi

Calculating the swarm distance

Selection; as soon as the initial population igexbibased on the dominance conditions, the

swarm distance will be calculated, and selecti@mftamong the initial population will begin.

This selection is carried out based on two elements

» Population ranking: populations are selected attawnks

» Distance calculation: Assuming that p and g are tvanbers of a same rank, the member
with higher swarm distance will be selected. Itidddoe noted that the selection priority is
primarily based on the ranking and then on the swdistance.

6. Generating new children through crossover and niamaand integration of the initial population
with the population obtained from crossover andatioh

7. Replacing the parent population with the best memlug the population integrated in the
previous steps

ghrwbdpE

In the first step, members with lower ranks ardaegd for the previous parents, and then are sorted
based on the swarm distance. The initial populatiod the population resulted from crossover and
mutations are sorted primarily based on rankingl, #wen those with lower ranks are eliminated. ka th
next step, the remaining population is sorted basetthe swarm distance (Coello et al. 2007).

5- Numerical resultsand analysis
5-1-Results of generated numerical examples and comparing two algorithms

In order to evaluate performance of the proposgdrahm, the MOHPSO algorithm’s performance
should be assessed on the examples. According totiti-objective structure of the mathematical elod
as well as the proposed algorithm, the comparisocairied out by one of the most powerful multi-
objective optimization algorithms, namely the NSGAlgorithm. So the structure of the two algorithm
was encoded in MATLAB R2014 software.

Hence, 10 examples were designed with differenedsions, and solved by MOHPSO and NSGA |l
algorithms. Since there is no accurate benchmarth®investigated problem, the sample examplee wer
randomly generated from a uniform distributiontdble 2, dimensions of the examples are specified,
also the results of implementation the two givegoathms are compared.
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Table 2. Dimensions oeExamples ancomparing the efficiency dMOHPSO and NSGA lalgorithms

Problem dimensic MOHPSO NSGA I

J E I H C | NOS MD T NOS MD T
P1 5 3 2 1 1 2 32.1 0.24 2 32.1 1.27
P2 10 5 4 3 2 4 187.4 3.79 4 187.4 8.67
P3 15 7 5 4 4 11 891.7 7.16 10 9016.2 12.47
P4 20 12 10 9 5 21 1428.3 9.15 25 1539.3 19.33
P5 25 15 13 11 9 27 2781.6 13.87 18 26146.1 29.14

P6 30 17 15 12 13 48 5472.1 211 31 5503.6 37.16
P7 35 20 20 14 20 73 8105.2 26.48 48 8133.2 51.11
P8 40 25 22 16 30 94 10741.1 55.71 63 10942.8 66.43
PO 50 30 25 20 40| 128 112471  89.41 99 11019.5 83.56
P10 60 35 30 25 50| 214 119007.6 103.19| 157 11143.8 96.79

Average 62.2 15989.42 33.01 | 457 8366.4 40.593

In table 2, dimensions of the problem show the numbeustomers, number of warehouses, nun
of factories, number of suppliers, i number of components, respectiveélne studied algorithms we
compared usingyID and NOS indice. The NOS states the numberRareto solutions in the finoutput
of the meta-heuristic algorithnrand MD expresses the maximum expansibms index is calculated

through Equation (19):

M D - \/(Zlmax _ Zlmm) 2+ (Z 2max_ Z 2m|r) 2 (19)

Also, T is thetime of algorithm implementatioin secondsClearly, the highe is the value of NOS
and MD, thehigher the efficiency of thalgorithm in finding théPareto frontier

According to table2, comparingthe MOHPSO and NSGA Il algorithmzased on thiNOS index
revealed that th&/PHOSP algorithm ar NSGA Il algorithm found nearly 62 and 45 soluticatsthe
Pareto frontier, respectivelif.hus, the MOHPSO algoriththad the superiority in this indeA more
detailed investigation showetiatthe NSGA Il algorithm has hadetter NOS indemerely in the P4
problem, and in other cases, the MOHPSO had better bln Figure3 present the values of the NOS

index for both algorithms in different examp
250

200

150
MOHPSO
NSGAII

100

NOS Index

50

1 2 3 4 5 6 7 8 9 10
Test Problem Numbers

Figure 3. Comparing NOS index in two MOHPSO and NSGA Il altfons
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Also, according toable 2, the MDndex is the same as NOS. In 8 casetsof thel0 examples, the
MOHPSO algorithm had better MD va; however in general, there is an averedifference of 7600
units between thawo algorithms irterms of the average of this indé&tus, in this indexhe MOHPSO
algorithm has hathe superiority as we.

However, besides thsolutior quality, the solutiortime is another dimension the meta-heuristic
algorithm, which muste analyzed and assessed. Figurrepresents the solutictime in the two

algorithms.
120

100
80

60
MOHPSO

Solution Time

40 NSGA II

20

1 2 3 - 5 6 7 8 9 10
Test Problem Numbers

Figure 4. Solutiontime in MOHPSO and NSGA 1l algoritht

As shown in figure 4, alsin terms ofthe solution time, thdMOHPSO algorithmcould have the
relative superiority to thBISGA |l algorithm and provided the solutions in gtertest possle time.

Therefore, according to ttmmparisons, efficiency ¢he MOHPSO algorithm igproved in terms of
the solution quality andpeed; therefo, in the following section, eeal case study is implementby this
algorithm.

5-2- Case study results

To show capability of theroposed algorithm, a real case study is consideresupplying the
mountain bikes from a fouevel supply chain with inetwork structure with 3 suppliers,factories, 6
distribution centers, and 7 customer zoiThe primary cormponents are sent by tdomestic and foreign
suppliers to the relevant factories. In factortb®se components are assembled and the final bicy
ready to be transferred to the warehouse and delivered tothe customers. In this problem, 1
company is seeks to locate thenanufacturingplants with a total capacity of 142 units per moisihthat
it can meet the 30-unitemand of 7 areas using 6 warehouses with a tapaoity of 82 unitsAt the first
level of the SCnetwork, the suppliers prcde all thethree types of raw material for manufacturin
product. The capacity of suppliers, factories, warehouas well as thdixed costs for eacfactory are
shown in table3. The production costs of a componand transportatioostsof each unit to the
manufacturing plants aghown in thetable 4. The production variabieventory, manufacturing costs,
and transportatiortosts of eackdemanded shipment to each custoraee shown intable 5. The
maintenance and transpdite costs as well ase manufacturing costs for each Lat the third level of
the chain are shown in table 6.

Information such as the components of the prodimtsumption, and supply chain capacity has |
determined through interviews with relevant exp@eftéhe bicycle production compar. The transport
costs ar@letermined with respect to position of each ofdimeply chain components and also the disti
between them.

This problem and the finaksultswereanalyzed by considering two conflicting objectiv
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Table 3. Capacity of suppliers, capacity of factories, fixasts for each factory, and capacity of wareh®use

. . Element . . .
Supplier Capaclty—Cl 2 c3 Factory Capacity Fixed cost = Warehouse Capacity

1 36 62 50 pl 18 7650 whil 15

2 40 65 55 p2 24 3500 wh2 12

3 42 70 60 p3 37 500 wh3 14

p4 22 4100 wh4 13

p5 41 2200 wh5 12

wh6 16

Table 4. Production costs of a component and transportatish of each unit to the manufacturing plants

Transportation cost for factory

Supplier Element Preparation cost for supplie=

1 2 3 4 5

cl 300 10 13 8 11 15
1 c2 115 6 7 5 8 4
c3 90 3 4 5 4 5

cl 320 17 14 12 12 15
2 c2 120 6 5 7 5 7
c3 85 6 6 5 6 4
cl 290 13 12 14 11 9
3 c2 125 6 5 3 4 5
c3 75 3 6 3 2 3

Table 5. Production variable inventory as well as the maoufring and transportation costs of each shipment
unit to each of the customer zones

Warehouse .
Factory Whi  wh2  wh3  wha  wh5  whe Production cost Inventory cost
1 7 12 18 17 18 20 3900 50
2 12 10 11 13 15 17 2010 45
3 8 10 14 15 18 21 1945 55
4 10 12 13 14 13 18 1855 48
5 8 10 11 15 11 12 1975 52

Table 6. Holding and transportation costs as well as theufecturing costs for each unit at the third lesethe

chain
Customer .
Warehouse Holding cost
1 2 3 4 5 6 7
whl 8 3 9 6 7 3 4 55
wh2 5 8 7 6 3 2 8 50
wh3 9 3 8 6 7 5 4 60
wh4 3 9 2 2 5 4 8 54
wh5 7 6 3 9 4 9 4 55
wh6 5 6 7 8 3 2 9 45
Monthlydemand 3 5 4 6 4 5 3
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For this problem, minimizing the total costs andximazing the finishing rate are carried out by
considering that the minimum finishing rate shoo&l80% of the real demand. On the whole, there are
128 decision variables and 48 constraints. Solutioihis problem solution is to obtain 7 Paretoirojd
solutions. The final decision is that ranking isfpemed out of these solutions based on some certai
criteria. This ranking is one of the most importdeatision problems for the decision maker. Thissiea
might also be changed every year with regard taléhmeand and costs variations.

In table 7, the Pareto solutions of the particleasw algorithm are specified. Each of the non-
dominant solutions is in the form of a scenario ifaplementation and execution. Table 8 shows the
optimal flow of the material from the suppliersthe factory with regard to Pareto.

Table 7: Resulted Pareto

Non-Dominated Supply chain The satisfied Real demand

solution (scenario) cost demand level
1 159306 30 30
2 149385 29 30
3 140629 28 30
4 129904 27 30
5 117818 26 30
6 107290 25 30
7 100480 24 30
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Table 8: Optimized flow of the materials in 7 scenarios

Element 1 Element 1 Element 1
Factory

2 3 1 2 3 1 2 3
Scenario 1

1 0 0 8 10 0 0 0 12 0

2 5 0 11 10 12 0 0 22 0

3 15 0 0 18 0 0 0 12 0

4 11 0 0 0 12 0 15 0 0

5 0 0 0 0 0 0 0 0 0
Scenario 2

1 0 1 4 0 0 8 0 0 0

2 0 18 0 0 0 9 12 0 0

3 10 9 0 17 0 0 0 20 20

4 0 0 0 0 0 0 0 0 0

5 0 11 0 10 0 0 9 0 0
Scenario 3

1 7 0 10 5 0 5 0 14 14

2 0 0 6 8 0 0 0 9 9

3 0 0 0 0 0 0 0 0 0

4 8 0 0 0 0 7 0 0 0

5 0 0 0 0 0 0 0 0 0
Scenario 4

1 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0

3 23 0 0 0 0 21 0 0 0

4 0 0 15 16 0 0 0 18 18

5 0 0 17 0 0 0 0 22 22
Scenario 5

1 0 11 0 0 12 8 3 0 0

2 0 6 0 6 0 0 0 7 7

3 0 0 0 0 0 0 0 0 0

4 10 0 0 0 2 12 0 0 0

5 0 0 0 0 0 0 0 0 0
Scenario 6

1 0 0 0 0 0 0 0 0 0

2 0 7 11 0 14 19 0 0 0

3 6 5 0 0 0 12 0 0 0

4 0 0 0 0 0 0 0 0 0

5 0 0 9 12 0 0 7 0 0
Scenario 7

1 0 0 9 0 10 0 0 11 11

2 0 0 0 0 0 0 0 0 0

3 17 0 0 0 0 0 20 0 0

4 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 0 0 0 0

Subsequently, for a more detailed investigatiothefresults of the case study, first, the Paretotaf
solutions derived from the case study should begmed. In Figure 5, the Pareto chart of the caglys
is presented.
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Figure 5. Pareto chart of the solutions obtained fromdase stuc

As seen in figur®, in case of looking fcthe scenarios with lower cost, the custorsatisfaction level
is reduced as well; thuthe conflicts of the oectives presenteid this research can be shown prope
On the other hand, with respectthe 80% meeting of the demand, ofilgcenarios arpresented by the
given metaheuristic algorithmlf this constraint is reduced to lower than 80%, thelper o the found
Pareto solutions will bevidentlylarger.

Also, since severabptimal solutions have been found for this probléne SC management would
have theopportunity to evaluate different scenarioterms of executabilitas well asthe hidden aspects
of the problem, whicleannot be presented in the structurthemathematical mode, and finally choose
the most appropriate one.

6- Conclusion

In this researcha mathematical model was developed for locatimh allocation of the facilities in
four-Hevel supply chain. In this model, capacitythe factories and distribution cent, as well as the
production and maintenance cohad certain and constant valudarthermor,, the inventory and
transportation costs weoensideredesides this location. The basiaovation of this researwas in the
simultaneous optimization of the costs and custmagsfaction in the hierarchical locationthe SC as
well as the use of multibjective evolutionary me-heuristic algorithms for optimizatioThe algorithm
presented in this researakhict was based on the particle swarm algorithims developed for the moc
in order to find thePareto optimal solutionultimately leading ta number onon-dominant solutions.
The obtainedolutions showed tlt by trade-off between thabjectives, different optimal solutions can
provided The comparisons between this algorithm and NSGAldorithmin table 2 indicated high
efficiency of theproposed algorithm in solving the problems relatedhe hierarctcal location in the
supply chain (also seégfire 3 ancfigure 4). At the end, the case stunfymountain bike usir meta-
heuristic MOHPSO algorithmhowedthat the set of Pareto solutiowsre executable and could achit
the customer satisfaction (ségure 5 and table 7). As further researchtbe proposed model, it
suggested to consider thaliability inventory and risk factor for the chain as weltlas reliability costs
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