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Abstract
The application of control charts for monitoringndncial processes has received a
greater focus after recent global crisis. The Gaizrd AutoRegressive Conditional
Heteroskedasticity (GARCH) time series model is elydapplied for modelling
financial processes. Therefore, traditional Shewlcantrol chart is developed to
monitor GARCH processes. There are some difficalfie financial surveillance
especially in the retrospective phase one of wiielmg the posibility of existing
outliers in the samples data. For this aim, in faper some methods were proposed
to estimate the parameters of the GARCH model basechaximum likelihood and
robust estimation procedures. Then, the performafidehase Il residual Shewhart
control chart with estimated parameters was evetbiatcording to in-control Average
Run Length in the presence of outliers. The MordaddCsimulation study was applied
to evaluate the proposed methods considering diffenumerical examples. Finally,
the US Dollar/Iran Rial (USD/IRR) exchange rate wassidered for monitoring in
which the results showed that the control chart mase sensitive when the robust
methods were applied in the estimation procedure.
Keywords: Financial surveillance, retrospective phase, GAR@Iddel, robust
estimation, foreign exchange rate

1- Introduction

Recent financial crisis reveals the necessitpeat methods for detecting unnatural conditions as
soon as possible. Horel and Snee (2009) discusisedt dhe importance of more attention to
statistical engineering rather than statisticabisce to help practitioners. They also encourage the
application of control charts in monitoring finaaktprocesses with the aim of insightful view from
the process. The control chart is a powerful toolstatistical process control which is vastly
developed to monitor industrial processes (Woaoaladl Montgomery, 2014). In recent years, control
charts have taken more attention for monitoringriitial processes (Golosnoy, 2016).
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The application of control charts for monitorifigancial processes needs some justifications. For
example, the financial processes based on thairenahould be modeled with more advanced time
series models rather than industrial processes. @néese models is general autoregressive
conditional heteroskedasticity (GARCH) time senmedel which can well define many financial
processes (Garthoff et al. 2014). Therefore, mbsesearches in this area are performed with this
model structure. Frisen (2008) classified the stibpé financial surveillance by presenting required
steps and adjustments.

The practical application of control chart stawith Phase | analysis which is known as
retrospective phase (Jones-Farmer et al. 2014}itimaally, this phase consists of estimating the
parameters, designing control chart and detechiagput-of-control samples in historical data. These
steps are iteratively repeated until accurate ardige estimated parameters for process and control
chart are obtained. Then, this designed controttdlsaperformed in phase Il to monitor future
observations. Alongside the vast development ofs@hlaanalysis and Phase Il control charts
separately, recently, investigating the effect afgmeter estimation (as a part of phase | analyses)
involved in the control chart performance in PhdiséPsarakis et al. 2014). In spite of extra
researches in this subject for independent prosedbere are few works for time dependent
observations.

Adams and Tseng (1998) investigated the robastné Shewhart, exponentially weighted moving
average (EWMA) and cumulative sum (CUSUM) contrbhrts with estimated parameters when
there are errors in sample data for monitoring r@giessive (AR) and integrated moving average
(IMA) processes. Apley (2002) performed a surveytba effect of model uncertainty on the
performance of adjusted EWMA control chart for ntoring ARMA processes. They concluded that
the minimum required sample size is related toahwcorrelation value. Chin and Apley (2008)
examined the effect of different types of errorstba robustness of control charts for monitoring
processes with ARMA time series model. Dasdemimalet(2016) compared the performance of
modified Shewhart control chart with different esiors for monitoring AR processes. They
considered several examples which contain outiresample data.

To the best of our knowledge, there is no reseamn the effect of parameter estimation for
monitoring financial GARCH processes. In this papgiest, some difficulties in Phase | analysis in
monitoring financial processes are explained. Ohéhese problems is the possibility of existing
outliers in sample data. To tackle with the ousljdt is proposed to consider robust estimators to
design control chart for monitoring GARCH procesdasaddition, there is no paper in the literature
of designing control charts to estimate the paramsetdf the GARCH model with robust methods.
There are different approaches in the robust edttmagrocedures in which some of them are too
complicated. For example, Muler and Yohai (2008)pmsed the robust M-estimator for GARCH
models. For practical simplicity, in this papersimple filtering procedure is proposed based on the
confidence interval (Cl) to reduce the effect ofsible outliers in sample data. Then, the perfooean
of Phase Il residual Shewhart control chart withinested parameters is evaluated for monitoring
financial GARCH processes in the presence of astli@sed on in-control average run length (ARL).
The effect of different estimation methods on tleef@rmance of the control chart are compared in
several numerical examples through simulation studrinally, the proposed methods are performed
to estimate the GARCH model parameters for momigpldSD/IRR exchange rate as the main
motivation of this research.

The rest of the paper is organized as followsthe next section, Phase | analysis in monitoring
financial processes is deliberated. Then, the GAR@dlel, four estimation methods and residual
Shewhart control chart are explained in Sectiom XBection 4, the effect of estimation methods on
the control chart performance are compared in miffe numerical examples through simulation
studies based on descriptive statistics. Applicatib the proposed methods is illustrated through a
real case corresponding to financial processe®aticéh 5. Concluding remarks are presented in the
final section.
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2- Retrospective analysisin financial surveillance

The main motivation of developing control charimonitor financial processes is the power of this
tool in detecting assignable causes. In this stibfee control chart is adjusted with some special
features of financial processes. Indeed, some gegma of industrial applications are differentrfro
financial processes. For example, in industrialcpsses, if an assignable cause(s) occurs and the
control chart signals, the practitioner can staprifachine and implement corrective action(s). While
financial processes, in most of the cases, basdlednnature perform continuously and they cannot
be stopped or changed easily by corrective acfioHgnce, expert can only recognize the behavior of
the process using statistical methods and can makeper decision in due time. Therefore, defining
stable conditions to gather in-control data for #ghhanalysis is rather impossible in some cases. |
the other words, performing Phase | analyses fadthsthe high probability of existing outliers in
sample data. For example, Herwarts and Reimer2§2@@inted out the problem of defining stable
financial target process in the monetary policiéstte US and Japan foreign exchange rates.
Correspondingly, Garthoff et al. (2014) stated “Bth&cannot be clearly defined regarding financial
time series”.

Furthermore, a basic inference in financial datidoe nature of time dependency. According te thi
feature, one sample could not easily be neglectddhiase | analysis (like the simple independent
observations). Eliminating one sample in time seliads to complexity in estimator. Thus, in spite
of vast development of control charts in Phasealyais of time independent processes, there are few
works for time dependent processes (Boyles, 200Q@)ne series control charts, usually retrospectiv
analyses have been limited to the effect of paranestimation. Form the other side; financial etgper
believe that each observation contains informatidherefore, they recommend modeling the
financial processes based on the maximum possbigles. Usually, the parameters of the model are
estimated based on the large size of in-controptadata.

In this paper, time dependent GARCH processmsidered to define financial process. In addition
to traditional maximum likelihood estimation (MLEhree estimation methods are proposed based on
robust M-estimator and the filtering procedure stireate the parameters of the model. Then, phase II
residual Shewhart control chart is designed to tooriinancial GARCH processes. To evaluate the
effect of parameter estimation on the performaridehase Il financial control chart, the large siaés
sample data are generated with different ratesuthieo based on Monte Carlo simulation. Hence, the
effect of estimation methods are compared undéréifit numerical examples based on the in-control
ARL. The final aim is producing some adjustmentgprove the performance of control chart in the
presence of outliers. In the most of researchdlsisrarea, the average, median and standard daviati
of in-control ARL are considered as criteria. Itdesired to have the average and median of ARL
close to a predefined value, while the minimum gadtistandard deviation is required.

3- Control chart design

In the previous section, the problem of retratipe phase | analyses in financial processes is
defined generally. In this section, the GARCH modeldefined as the most popular model in
financial processes. The reason of this selecsoto imodel USD/IRR exchange rate as the main
motivation of this research. Then, four methods explained to estimate the parameters of the
GARCH model. Finally, the residual Shewhart contiohrt is described for performance analyses of
Phase Il control chart.

3-1- GARCH model

Engle (1982) presented ARCH model to define tildlain conditional variance mode. Then, Engle
and Bollerslev (1986) developed GARCH model astarahdevelopment of AR models to ARMA
ones. The GARCHp(g) model is defined as Equation (1).

% :£t\/H’ )

For t=1,2,...m in which ¢, is innovation and is defined as Equation (2).
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h = w+Za +Zﬂ h.;- )

In this paper, it is assumed that innovation indejatly and identically follows standard normal
distribution. Bz(w,al,...,aq ,ﬁl,...,ﬁp)T is the vector of parameters and has the consraft

] p
w>0,a,204 20 and Y a + B <1. Financial data in the most of cases are well @rptl by
i=1 j=1

GARCH model. In the following, four methods are kxped to estimate the parameters of the
financial GARCH processes. Note that the residobthe model €, ) is computed based on Equation

3).

& :ﬁ- (3)

3-2- Maximum likelihood estimation (M LE)
As the first method, the maximum likelihood esition is considered as the most usual method to

estimate the parameters of the GARCH model. Inrtfgthod, if(s,,...,,,) is defined as the residuals

of lengthm, the likelihood function is calculated as Equat{dh It is usual to maximize the natural
logarithm of likelihood function. The simplified dolikelihood function is presented in Equations (5)

as expressed in Engle and Bollerslev (1986).
52
)= (e o | @

| (6) =logL (0) = —?Iog(27r)—52(log(nl )+ gzht‘l), (5)

t=1

L(0)=L(0;¢,,....€

Note that the initial values,),... hi.....hZ, should be predefined or initiated. Théris estimated

Eg

such thatd maximizes log likelihood function in Equations.(6)
6 =argmax (6) (6)

Equation (6) is the general form of MLE method (&@zh2006). Bollerslev (1986) calculated partial
derivatives of the log likelihood model to obtainLE of parameters. There are also software
packages such as MATLAB and R to estimate the patens of the GARCH model based on MLE
method.

3-3- Robust M -estimation (RME)

In the second method, using the robust M-esam@uler and Yohai, 2008) is proposed to design
control chart. This method performs based on thasigaaximum likelihood function (Berkes et al.,
2003) for GARCH model which can be written as Emma(7).

M()——Z pw) (7)

m- pt p+l

In this function, p(w)=-log(g(w)) and w =log(x?)-log(h ). If (&.....s,) identically follow
independent standard normal distributigriw ) can be written as Equation (8).

96



! {ZWJ (®)

Muler and Yohai (2008) showed that if tlrefunction is replaced withp* in Equation (9), the robust
M-estimator for the parameters of the GARCH mod@gig defined as Equation (10).

p if p<4

p*=1P(p) if 4<p<43, 9)
415 if p> 4.3
6 =argminM (). (10)

The function ofP(p) in Equation (9) is a polynomial trend betwessrt andb=4.3, and defined as
Equation (11).

(o) =2 3P o) -3z b) (o -a7)+ J(a7+ 22b) (07-a7)
2a’b 1 3 (D
(b-a) (p-a) w(ﬂ a)” +p.

Muler and Yohai (2008) showed that this method qrens well in comparison with the other
estimation methods.

3-4- Filtered maximum likelihood estimation (FMLE)

It is well known that the financial indices aaéfected by many parameters in the real side of
economy. Therefore, diagnosing the outliers orrdiedj a real assignable cause for an outlier iserath
impossible. Furthermore, searching for the outaftool samples and finding the source of variation
in a long period of the past data are not costieffi procedures. Moreover, the complexity of the
robust methods leads the practitioners to the ticedil simple methods. Therefore, in the third
estimation method, it is proposed to filter thadweals based on the presumed confidence interval.
Let define g as the residual of the model. Since, the residofithe model independently follow

identical standard normal distribution, two sidéetxf percent confidence interval (Cl) is defined as
[Z1-4/2.24,2] - Hence, the residuals which are outside of thisr@lsimply omitted in the estimation

procedure regardless to their cause. If the paemmetf the model are re-estimated based on the
remained data, this filtering procedure could lemthe robust result in the next estimation. Itidto
be noted that some software packages can easilywidanot available (N.A.) samples in MLE
method. Moreover, the similar filtering procedurasaperformed by Grossi and Morelli (2006) and
Carnero et al. (2008). Although this method hasakmess in possibly eliminating the common cause
samples. However, it guarantees the robustnessgaddtimator in the presence of outliers. Therefore
as can be seen in the result of the next sectiemewommend this method only in cases with high
percent of the outliers. Finally, this filteringgmedure continuously is repeated until there are no
outliers in sample data. Accordingly, the followiagps are proposed to estimate the parameters of
the financial GARCH processes.
Do
a. Estimate the parameters of the model based on rmaxilikelihood estimation
b. Filter the residuals of the model based o )%- Cl

Repeat until there is no outlier in sample data
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3-5- Filtered robust M-estimation (FRME)

In the fourth method, the same filtering proaeda the previous method (FMLE) is proposed, this
time, with the robust M-estimator (Muler and YohaQ08). Therefore, the following steps are
proposed to estimate the parameters of the fineBARCH processes.

Do
a. Estimate the parameters of the model using M-estinfduler and Yohai, 2008)
b. Filter the residuals of the model based oa)%- Cl

Repeat until there is no outlier in sample data

3-6- Phase || residual Shewhart control chart

After estimating the parameters of the GARCH aipthe residual Shewhart control chart (Severin
and Schmid, 1998) is applied to monitor the proge$thase Il. The control statistic is the residofal
the model €) in Equation (3). Therefore, the symmetric contliohits (UCL and LCL) are
determined based on the standard normal distribufibe process is considered in-control until both
conditions in Equation (12) are satisfied, simutiaunsly.

& <UCL,
& 2 LCL.

Usually, the control limits are determined stlht the in-control ARL in Phase Il equals to the
predefined value. Traditionally, in-control ARL é®nsidered equal to 370 in industrial applications,
while the desired in-control ARL in financial apgdtions is commonly set as 60, 120 and 240. When
the process goes to the out-of-control state, threnal distribution is violated and control chart
signals. In the next section, the performance efrésidual Shewhart control chart with the estichate
parameters is evaluated based on descriptivetitaitig the in-control ARL.

(12)

4- Simulation studies

In this section, the performance of Shewhartrobrchart with estimated parameters is evaluated
through simulation studies. Without loss of gensrathe parametersu a4, £1) in GARCH (1,1)
model is considered equal to (0.4, 0.3, 0.3) . ©hdiers are involved in simulation studies as

Equation (13).
I x if nuzxr 13
%= & if nu<r’ (13)

Wherenu is a random data generated from uniform distrdsutn the range of [0,1f, andS are the
rate and the size of nuisance in data, respectividlis equation is the reformulation of volatility
outlier (VO) in GARCH process by Hotta and Tsayl(2PD The extraordinary shock of a sample in
this formulation is considered as tBenultiplied by the same sample.

Two examples are considered in this sectiothéise examples, the in-control ARLs are set equal t
120 and 370, respectively. For sensitivity analyses other ARL values equals to 60 and 240 are
studied as well. The results of sensitivity anadyaee not reported in this paper and available upon
request. Because the similar results are obtaméukese cases (in-control ARL equals to 60 and 240)
and confirms the results in the cases of in-comRIL equals to 120 and 370.

In each simulation run, the parameters of thelehare estimated based on 5000 samples using
MLE, RME, FMLE and FRME methods. Then, in-controRI the average number of filtering
iterations (itr) and the average number of tothefed samples (nfs) are obtained through 5000
replications. Finally, these steps are repeatedif@¥s to obtain descriptive statistics includingam,
median and standard deviation for each mentiongdrion. For sensitivity analysis, theand S
values are changed in the range of (0, 0.02, @.05,0.25) and (1.5, 3), respectively. The finah &
to find the proper method under different situagicuch that the average and median of in-control
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ARL and estimated parameters close to the correlpgrexpected values with minimum standard
deviation.

4-1- Examplel

In this example, MLE, RME, FMLE and FRME methads applied to estimate the parameters of
GARCH(1,1) process in the presence of differerggaif nuisance. Cl in the filtering procedure is se
based on 99.17 percent confidence level. Therpehn@rmance of the residual Shewhart control chart
with estimated parameters is evaluated based omibentrol ARL criterion. Note that the control
limits (UCL and LCL) for the residual Shewhart catchart in Phase Il is set equal to +2.6383 for
predefined in-control ARL equals to 120. Table dws mean, median and standard deviation of the
in-control ARL, the parameters of the GARCH modbE average number of filtering iterations and
the average number of filtered samples when the eifznuisance §) is set equal to 1.5. The
highlighted columns in this table mark the firsotlwest methods and the bold data indicate the best
results.

Table 1. Descriptive statistics of the results when S tesggial to 1.5 for the first example

Statistic Mean Median Standard Deviation
Method MLE RME FMLE FRME MLE RME FMLE FRME MLE RME | FMLE FRME
r Criteria
ARL 120.45 | 119.34 | 92.943 98.013] 120.57 120.60 92.590 98.529 9.8118 9.5238 8.1947 8.9954
[0 0.3962 | 0.3972 | 0.3679 0.3773] 0.3989 | 0.3971 0.3726 0.3764 0.0341L 0.0363 0.0391 0.0387
0 01 0.3012 | 0.3003 | 0.2822 0.2851] 0.3043 | 0.2992 0.2812 0.2854 0.0263 0.0247 0.0291 0.0p72
P 0.3045 | 0.3026 | 0.3063 0.3020] 0.3053 | 0.3029 0.3057 0.2996 0.046p 0.0463 0.0562 0.0$23
itr 5.3600 4.8100 5.0000 5.0000 1.4321 1.331p
nfs 69.190 65.720 68.000 64.000 12.953 12.10p
ARL 129.65 | 125.53 96.323 102.34] 129.88 | 123.06 | 96.027 102.02 10.228 11.078 7.9529 9.57P6
[0} 0.4164 | 0.4043 | 0.3848 0.3821] 0.4175 | 0.4015 | 0.3773 0.3797 0.0386 0.038pP 0.0428 0.04p2
0.02 01 0.3022 | 0.2987 | 0.2802 0.2855] 0.3032 | 0.2984 | 0.2798 0.2873 0.0249 0.026p 0.0283 0.03p3
' Sr 0.2938 | 0.3044 | 0.2947 0.3039] 0.2947 | 0.3006 | 0.3000 0.2989 0.0455 0.0466 0.05%4 0.06R0
itr 5.4700 4.6400 5.0000 5.0000 1.6296 1.132B
nfs 74.560 69.480 74.000 69.000 11.761 11.51B
ARL 143.14 | 137.43 101.98| 108.72 142.96 | 136.08 102.81| 107.66 12.514 12.347 8.6808 10.32B
[0 0.4307 | 0.4382 0.3852| 0.4089 | 0.4344 | 0.4368 0.3883| 0.4054 | 0.0418 0.0430 0.0467 0.049f
0.05 01 0.2990 | 0.2952 0.2735| 0.2828 | 0.2946 | 0.2920 0.2719| 0.2821 | 0.0271 0.0256 0.0296 0.027p
' P 0.2972 | 0.2848 0.3091| 0.2856 | 0.2924 | 0.2910 0.3110| 0.2905 | 0.0517 0.0500 0.0669 0.062]L
itr 5.4100 | 4.9500 5.0000 | 5.0000 1.4914 1.4521
nfs 79.280 | 77.890 79.000 | 77.000 10.572 13.250
ARL 171.32 153.95| 112.30 | 119.20 170.03 154.98| 111.44 | 120.42 16.554 13.642 10.202 10.88}4
[0} 0.4662 0.4539| 0.4139 | 0.4159 | 0.4650 0.4499| 0.4183 | 0.4080 | 0.0411 0.0452 0.0484 0.047p
01 01 0.3018 0.2881| 0.2787 | 0.2750 | 0.3017 0.2848| 0.2785 | 0.2752 | 0.0296 0.0237 0.0289 0.026p
’ S 0.2883 0.2928| 0.2892 | 0.3000 | 0.2906 0.2897| 0.2826 | 0.3025 | 0.0468 0.0467 0.0574 0.056p
itr 5.4000 | 5.1100 5.0000 | 5.0000 1.4284 1.4764
nfs 91.310 | 87.250 90.500 | 85.500 12.103 13.478
ARL 278.11 237.95| 156.82 169.43 276.29 231.83 157.01 167.55 29.417 28.8164 16.860 19.844
[0 0.5455 0.5329| 04639 | 0.4739 0.5400 0.5292 04706 | 0.4744 0.0524 0.051§ 0.062]L 0.0534
0.25 01 0.2929 0.2773| 0.2636 | 0.2681 0.2894 0.2749 0.2661 | 0.2682 0.0299 0.0295 0.0274 0.0294
' b 0.2962 0.2945| 0.3044 | 0.3035 0.2922 0.2943 0.2976 | 0.3087 0.0496 0.0527 0.0698 0.06(49
itr 6.1200 | 4.9700 6.0000 | 5.0000 1.8818 1.2094
nfs 111.23 107.81 111.00 108.00 14.980 12.917

The results of Table 1 show that when the rataisancer) in samples is very small, here equal or
less than 0.02, RME method performs well and MLEhoeé is the second proper method. Indeed,
this reveals the weakness of filtering procedurhéabsence of outliers. The reason of this westkne
is enforcement of filtering procedure for reducitige volatility of the process when it is not
necessary. Whenincreases to 0.05, FRME and RME methods are the&nd second appropriate
methods. In this situation, the robust procedunddcavell overcome the nuisance in both RME and
FRME methods. Afterwards, wherbecomes equal to 0.1, FRME and FMLE are the dinst second
well methods. As increases, the performance of the filtering procedmproves and gets better than
the robust procedure. This shows the robustnegedifltering procedure under large rates of otglie
Table 2 shows the same results when the size sancé §) is set equal to 3.

99



Table 2. Descriptive statistics of the results when S teggial to 3 for the first example

Statistic Mean Median Standard Deviation
Method MLE RME FMLE FRME MLE RME FMLE FRME MLE RME | FMLE FRME
r Criteria
ARL 120.45 | 119.34 | 92.943 98.013| 120.57 120.60 92.590 98.529 9.8118 9.5238 8.1947 8.9954
) 0.3962 | 0.3972 | 0.3679 0.3773] 0.3989 | 0.3971 0.3726 0.3764 0.0341L 0.0363 0.0391 0.0387
0 01 0.3012 | 0.3003 | 0.2822 0.2851| 0.3043 | 0.2992 0.2812 0.2854 0.02638 0.0247 0.0291 0.0p72
S 0.3045 | 0.3026 | 0.3063 0.3020] 0.3053 | 0.3029 0.3057 0.2994 0.046b 0.0463 0.0562 0.0$23
itr 5.3600 4.8100 5.0000 5.0000 1.4321 1.331p
nfs 69.190 65.720 68.000 64.000 12.953 12.10p
ARL 203.40 | 127.70 97.489 | 103.87 200.71| 126,59 | 96.594 | 101.98 29.186 13.095 8.890) 10.030
%) 0.5187 | 0.4602 0.3877| 0.3986 | 0.5149 | 0.4603 0.3822| 0.3903 | 0.0665 0.0508 0.0479 0.046B
0.02 o 0.3102 | 0.2808 0.2722| 0.2838 | 0.3108 | 0.2805 0.2739| 0.2814 | 0.0418 0.0315 0.0268 0.031p
' i 0.2597 | 0.2596 0.2988| 0.2888 | 0.2595 | 0.2634 0.3015| 0.2915 | 0.0721 0.0580 0.0597 0.059B
itr 5.8200 | 4.9100 6.0000 | 5.0000 1.6167 1.422(
nfs 104.80 | 99.380 105.50 | 98.000 14.129 11.834
ARL 426.48 142.58| 105.88 | 112.06 | 420.29 142.21| 105.84 | 111.36 | 73.703 14.425 9.7054 10.15p
[0} 0.6785 0.5176| 0.4043 | 0.4094 | 0.6689 0.5235| 0.4062 | 0.4110 | 0.1012 0.0624 0.0536 0.045y
0.05 01 0.3137 0.2483| 0.2676 | 0.2723 | 0.3045 0.2456| 0.2652 | 0.2703 | 0.0499 0.0298 0.0302 0.030p
' S 0.2393 0.2453| 0.2981 | 0.2985 | 0.2317 0.2414| 0.3007 | 0.2906 | 0.0897 0.0652 0.0697 0.057f
itr 6.3500 | 5.0200 6.0000 | 5.0000 1.4933 1.3407
nfs 155.22 | 152.67 154.50 | 153.00 16.586 14.618
ARL 1128.2 173.58| 124.98 128.16 1067.6 171.81 12351 126.81 284.55 23.673 14.320 14.642
%) 0.9583 0.6536| 0.4352 | 0.4699 0.9641 0.6493 0.4330 | 0.4658 0.1723 0.0914 0.0598 0.0741
01 o 0.3050 0.1891| 0.2562 | 0.2495 0.2892 0.1859 0.2558 | 0.2480 0.0722 0.03754 0.0340 0.0312
’ i 0.2124 0.2093| 0.3020 | 0.2745 0.2067 0.2067 0.3010 | 0.2736 0.1119 0.0879 0.0759 0.0834
itr 6.8800 5.4700 7.0000 [ 5.0000 1.5128 1.3887
nfs 232.64 | 233.81 232.00 | 235.50 17.554 16.254
ARL 5699.1 583.52| 236.91 254.60 5400.7 583.6§ 233.65 | 256.01 1820.1 131.2§ 34.60f 36.713
[0} 1.5545 0.8926| 0.6337 | 0.6041 1.5358 0.8797| 0.6149 | 0.5939 | 0.2771 0.2480 0.1277 0.133p
0.25 01 0.2054 0.1102| 0.2092 | 0.2067 | 0.2046 0.1079| 0.2131 | 0.2038 | 0.0529 0.0323 0.0401 0.037B
' S 0.2971 0.3616| 0.2671 | 0.3078 | 0.2953 0.3671| 0.2801 | 0.3251 | 0.1068 0.1531 0.1131 0.119p
itr 9.5900 | 8.0400 9.0000 | 8.0000 1.7928 1.958¢
nfs 422.70 | 414.63 418.00 | 416.50 24.641 24.724

The results of Table 2 show that when theretsisance in samples, RME method performs well
and MLE method is the second proper method. Thidirtns the weakness of the filtering procedure
in the absence of the outliers. Whemcreases to 0.02, FRME and RME methods are sedlmn
performance. In this situation, the robust procedrould well tackle the nuisance in both RME and
FRME methods. Afterwards, whenbecomes equal to 0.05, FRME and FMLE are the &rst
second well methods. This shows the replacememolmist procedure with filtering procedure in
performance. Then, in the rate of 0.1 and 0.25, EMInd FRME are the first and second ranked
methods. This confirms the obtained results in pihevious table which the proposed filtering
procedure performs better than the other methodeating with large size of outliers in samples.

4-2- Examplell

In this example, MLE, RME, FMLE and FRME methoal® applied to estimate GARCH(1,1)
parameters in the presence of different nuisanes.rdhe confidence level in the filtering procedur
is set equal to 99.73 percent. Then, the performaricthe residual Shewhart control chart with
estimated parameters is evaluated based on inetoRL criterion. The control limits (UCL and
LCL) for the residual Shewhart control chart in 8dl is set equal to +3 for predefined in-control
ARL of 370. Table 3 shows mean, median and standardation of the in-control ARL, the
estimated parameters of the GARCH model, the aganagber of filtering iterations and the average
number of filtered samples when the size of nuisd8gis set equal to 1.5. The highlighted columns
in this table mark the first two best methods dmdlold data indicate the best results.
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Table 3. Descriptive statistics of the results when S tsesgial to 1.5 for the second example

Statistic Mean Median Standard Deviation
Method MLE RME FMLE FRME MLE RME FMLE FRME MLE RME | FMLE FRME
r Criteria
ARL 370.03 | 368.47 330.26 351.00 365.39 | 368.68 | 328.60 350.71 36.727 35.944 34.040 33.335
) 0.4083 | 0.4038 | 0.3968 0.3974| 0.4051 | 0.4027 | 0.3946 0.3968 0.0365 0.0334 0.0397 0.039
0 01 0.2982 | 0.2980 | 0.2919 0.2944] 0.2982 | 0.3002 | 0.2906 0.2945 0.0257 0.023b 0.0268 0.02B6
S 0.2931 | 0.2969 | 0.2946 0.3004] 0.2934 | 0.3013 | 0.2957 0.3012 0.043( 0.042) 0.0488 0.04p1
itr 3.3700 2.8300 3.0000 3.0000 1.2685 1.2477
nfs 19.000 17.810 18.000 17.000 5.4772 5.167B
ARL 404.15 | 385.08 351.68| 368.48 | 398.49 | 388.06 346.54| 368.39 | 47.508 39.351 39.727 36.59p
%) 0.4121 | 0.4069 0.3984| 0.4026 | 0.4162 | 0.3999 0.3984| 0.4003 | 0.0317 0.0470 0.0339§ 0.047p
0.02 o 0.2990 | 0.2900 0.2926| 0.2887 | 0.2995 | 0.2891 0.2921| 0.2862 | 0.0234 0.0273 0.0217 0.027§
' i 0.2995 | 0.3062 0.2998| 0.3059 | 0.2971 | 0.3041 0.2992| 0.3037 | 0.0398 0.0573 0.0447 0.058]L
itr 3.1400 | 2.6400 3.0000 | 3.0000 1.3182 0.8471
nfs 21.260 | 19.970 21.000 | 20.000 5.9876 5.1354
ARL 464.07 430.78| 381.65 | 409.08 459.20 429.56 378.78 | 404.37 50.986 46.754 41.44) 45.841
[0} 0.4336 0.4263| 0.4140 | 0.4165 0.4309 0.4258 0.4088 | 0.4177 0.0450 0.037( 0.042) 0.0391
0.05 01 0.2962 0.2972| 0.2864 | 0.2974 0.2986 0.2980 0.2869 | 0.2968 0.0252 0.0284 0.026[L 0.0294
' S 0.2973 0.2940| 0.2997 | 0.2977 0.2979 0.2924 0.3039 | 0.2965 0.0491 0.0484 0.052p 0.0532
itr 3.3500 2.8700 3.0000 [ 3.0000 1.2822 1.1517
nfs 26.410 25.500 25.000 | 25.000 6.3566 6.1669
ARL 562.93 499.83| 434.87 | 474.27 561.35 498.46 433.28 | 475.51 68.548 59.004 51.958 55.347
%) 0.4631 0.4551| 0.4305 | 0.4449 0.4585 0.4545 0.4240 | 0.4413 0.0457 0.0474 0.0471L 0.0442
01 o 0.2979 0.2893| 0.2865 | 0.2922 0.2969 0.2895 0.2905 | 0.2919 0.0263 0.029(¢ 0.027p 0.03(5
’ i 0.2909 0.2903| 0.2993 | 0.2917 0.2964 0.2860 0.3097 | 0.2881 0.0503 0.052(¢ 0.0549 0.05%45
itr 34700 | 3.0100 3.0000 | 3.0000 1.0867 1.0684
nfs 32.770 | 30.940 33.000 | 31.000 7.7926 6.7433
ARL 1027.4 858.24 | 698.32 796.90 1013.3 856.35 696.69 | 785.15 143.98 122.99 91.630 111.47
[0} 0.5516 0.5270| 0.5077 | 0.5086 0.5417 0.5214 0.5049 | 0.5020 0.0635 0.0593 0.0649 0.0637
0.25 01 0.2898 0.2746| 0.2710 | 0.2777 0.2933 0.2783 0.2698 | 0.2776 0.0295 0.029¢ 0.0306 0.0248
' S 0.2921 0.3035| 0.2984 | 0.3083 0.2988 0.3079 0.2975 | 0.3214 0.0581 0.0597 0.0646 0.0631
itr 4.0100 2.9300 4.0000 | 3.0000 1.3521 0.9771
nfs 44490 | 41.260 45.000 | 40.000 7.3409 7.8491

The results of Table 3 show that when theretsisance in samples, RME method performs well
and MLE method is the second proper method. Whencreases to 0.02, FRME and RME
performance is so closed. Afterwards, wihdrecomes equal or greater than 0.05, FMLE and FRME
are the first and second well methods. This corsfithe replacement of the robust procedure by the
filtering procedure in performance as well as thsult in the first example. Moreover, when the
confidence interval widened, the performance of fhiering procedure dominate the robust
procedure under lower levelsoivhen the size of nuisance is moderate (1.5). Talleows the same
results when the size of nuisan&ié set equal to 3.
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Table 4. Descriptive statistics of the results wHeis set equal to 3 for the second example

Statistic Mean Median Standard Deviation
Method MLE RME FMLE FRME MLE RME FMLE FRME MLE RME | FMLE FRME
r Criteria
ARL 370.03 | 368.47 330.26 351.00 365.39 | 368.68 | 328.60 350.71 36.727 35.944 34.040 33.335
) 0.4083 | 0.4038 | 0.3968 0.3974| 0.4051 | 0.4027 | 0.3946 0.3968 0.0365 0.0334 0.0397 0.039
0 01 0.2982 | 0.2980 | 0.2919 0.2944] 0.2982 | 0.3002 | 0.2906 0.2945 0.0257 0.023b 0.0268 0.02B6
S 0.2931 | 0.2969 | 0.2946 0.3004] 0.2934 | 0.3013 | 0.2957 0.3012 0.043( 0.042) 0.0488 0.04p1
itr 3.3700 2.8300 3.0000 3.0000 1.2685 1.2477
nfs 19.000 17.810 18.000 17.000 5.4772 5.167B
ARL 703.82 391.96| 360.61 | 387.56 698.12 387.35 359.73 | 382.26 113.50 46.056 41.968 45.432
%) 0.5079 0.4542| 04116 | 0.4157 0.5046 0.4513 0.4116 | 0.4070 0.0728 0.0461 0.045]L 0.0433
0.02 01 0.3123 0.2795| 0.2870 | 0.2924 0.3069 0.2793 0.2856 | 0.2912 0.0452 0.0241 0.023y 0.0235
' i 0.2679 0.2657| 0.2938 | 0.2949 0.2615 0.2627 0.2922 | 0.2944 0.0833 0.05272 0.0525 0.05316
itr 3.7500 2.9100 3.5000 | 3.0000 1.2092 0.9544
nfs 48910 | 47.570 50.000 | 48.000 7.9583 8.6389
ARL 1764.5 | 442.04 | 428.85 | 454.16 1744.6| 440.71 | 429.76 | 452.26 412.24 69.481 46.678 60.7Q04
[0} 0.6938 0.5413| 0.4423 | 0.4600 0.6980 0.5435 0.4472 | 0.4558 0.0953 0.0608 0.0490 0.05(44
0.05 01 0.3245 0.2530| 0.2846 | 0.2908 0.3190 0.2534 0.2823 | 0.2918 0.0611 0.0303 0.0280 0.0297
' S 0.2232 0.2181| 0.2868 | 0.2714 0.2229 0.2159 0.2809 | 0.2752 0.0816 0.0655 0.057f 0.0541
itr 45400 | 3.1500 4.0000 | 3.0000 1.2825 1.25043
nfs 91.180 91.920 91.000 | 90.500 10.026 11.57]
ARL 5557.5 | 531.82 | 593.65 596.13 5608.4 526.77 | 587.59 592.95 1842.6 88.51) 88.209 74.7P0
%) 0.9363 0.6285| 0.4950 | 0.5080 0.9345 0.6239 0.4914 | 0.4978 0.1573 0.095(¢ 0.069]L 0.0648
01 01 0.3072 0.1869| 0.2710 | 0.2557 0.3072 0.1832 0.2685 | 0.2559 0.0731 0.03764 0.0339 0.03(8
’ i 0.2264 0.2385| 0.2891 | 0.2906 0.2235 0.2285 0.2842 | 0.2934 0.1114 0.093§ 0.0730 0.06%45
itr 5.2400 | 3.8300 5.0000 | 4.0000 1.2722 1.0736
nfs 153.16 157.83 154.00 | 158.50 12.602 12.90(
ARL 30424 | 1726.1 | 1826.4 1844.0 23151 | 1622.7 1705.9 1775.3 20183] 471.15 549.20 44509
[0} 1.5657 0.8936| 0.7947 | 0.7769 1.5859 0.9092 0.7801 | 0.7406 0.3455 0.2279 0.1886 0.1942
0.25 01 0.2150 0.1119| 0.1871 | 0.1805 0.2045 0.1074 0.1839 | 0.1796 0.0666 0.0354 0.0480 0.0442
' S 0.2939 0.3567| 0.3033 | 0.3248 0.2746 0.3391] 0.2909 | 0.3228 0.1402 0.1436 0.1324 0.13¢40
itr 8.7115 6.1400 8.5000 | 6.0000 2.0033 1.6019
nfs 260.48 258.10 264.00 | 254.50 22.920 19.864

The results of Table 4 show that when theretsisance in samples, RME method performs well
and MLE method is the second proper method. Whbeacomes equal or greater than 0.02, FMLE
and FRME are the first and second well methodss Tanfirms the replacement of the robust
procedure by the filtering procedure under loweels ofr when the size of nuisancg)(is rather
high (equal to 3).

5- Foreign exchangerate

The main motivation of this research is monitgrithe USD/IRR exchange rate. The effect of
foreign exchange rate on the economy is vast artad (Mankiw, 2014). The effect of currency
fluctuations on the international trades forcedisien makers to investigate changes in exchange rat
(Oskooeeand Hegerty, 2007). For example, a country with high volatile cucgrcould face with
less foreign investments. The control chart cap pehctitioners in detecting any atypical changes i
foreign exchange rate. If these diagnostics alevi@d by appropriate decisions, it can lead tosa le
volatile process based on the concept of six si@ifriaen, 2008). The USD/IRR exchange rate is also
well studied in the literature of the econometribdorouzzadeh and Rahmani, 2006). There are
different approaches for modeling the USD/IRR exdearate (Fahimifard et al. 2009). To the best of
our knowledge, there is no paper for monitoring tf&D/IRR exchange rate by using control charts.
The most promising model in this subject is GARCHdel (Araghi and Pak, 2013). Therefore, in
this section, the performance of the proposed nastisillustrated through a real case study.
The data set, available upon request, consist2 8 8aily observations from the first working ddy o
the year 1384 Solar Hijri (S.H.) until 13lays of the month Mordad from the year of 1395.3mH
financial analyses, it is usual to transform sapielogarithm of daily returns as Equation (14).
Therefore, lety, denotes the original observation, theq, reports the daily log return. Figure 1

shows the original and daily log returns of USD/IBRhange rate.
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Figures 2 and 3 respectively shithe autocorrelation and partial autocorrelatiorthaf first anc
second order of log returns based on autocorreldtioction (ACF) and partial ACF (PACF). As
can be seen, there are significant autocorrelagspscially in the second order of locurns. In such
conditions, the GARCH model can well define thegass behavic
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The samples of the first 9 years including 2594eoletions are selected fphase | analyses. The
following 685 samples are considered for monitonnugpose in Phase Il. The augmented Di-
Fuller test rejects the null hypothesis of unittrmolog returns. Then, the parameters of the mode
estimated based on MLE, RME, FMLE and FRME methddste that the confidence level
filtering procedure is set equal to 99.17 percéie results of residual analyses confirm that
model is sufficient. Agnstance, the residual analyses of MLE method ep®rted. The simile
outcomes are obtained for the other methods as Rigllires 4 and 5 show the autocorrelation
partial autocorrelation of the first and secondeosdof the residuals based on ACnd PACF,

respectively.
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As shown in Figures 4 and 5, the autocorrelationsoth orders areliminated. The average of t
residuals is equal to 0.0854 which is so closeeim.zAlthough, the normality assumption of
residuals is rejected, as shown in Figure 6 thtotpiam of the residuals is so close to the no
distribution. The stabilit of the variance over time can be seen in thisrégas wel
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Figure 6. Histogram and trends of the residuals in MLE mdtho

Table 5 shows the estimated parameters in ahads. The results of this table show that the
numbers of filtered samples in FMLE and FRME methack 363 and 400, respectively. The percent
of filtered samples respectively are 14% and 15%0FMLE and FRME methods which are rather
great respect to 2594 sample data. This demonstiate existence of outliers in sample data.
Therefore, it is expected that the robust or fifigrapproach performs better than the traditioneEM
method. The analyses of the values of the estimpwwdmeters indicate significant difference
between the estimators. In the other words, adfiiteging and robust procedures to the estimation
method results in more accurate and precise paeasneslues. For example, the estimated value of
ARCH parametero) in MLE, FMLE, RME and FRME methods are respedyiviacreasing from
0.1503 to 0.3159 which is more significant. HerlleME method is recommended to design residual
Shewhart control chart in Phase 1.

Table 5. The estimation results for the real example

Method |  MLE RME | FMLE | FRME
o 0.0006 | 0.0009| 0.0003  0.000p
o 0.1503 | 0.2676] 0.1999  0.315p
b 0.8497 | 0.6892] 0.800]  0.663B
itr 24 36
nfs 363 400

Afterwards, the residual Shewhart control cliedesigned with the estimated parameters based on
FRME method for monitoring the rest of the sampldse control limits are set equal to £2.6383 for
the in-control ARL equals to 120. Figure 7 shows dgontrol limits as well as the control statistics
over time.
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Figure 7. Control statistics in Phase Il with the estimgtedameters based on FRME method
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After each signal, the out-of-control state couldibterpreted based on the market analyses. These
signals could be useful for decision makers. Moeeoi these decisions are followed by real actions
in the market, they can bring less volatility foetfuture trends of the market. However, accortiing
the results of the simulation studies, it is expdcthat Phase Il control chart with estimated
parameters based on MLE method is less sensitiableT6 shows the number of signals given by
Phase Il control chart based on different estinmatn@thods.

Table 6. The number of control chart signals in the reamaple

Estimation
Method MLE | RME | FMLE | FRME
The number of 17 34 21 32
signals

As it is expected, MLE method is insensitive toraes in process. This is confirmed by the obtained
results in the real example. Figure 8 shows thérobstatistics with the estimated parameters based
on MLE method over time as well as the correspandontrol limits.
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Figure 8. Control statistics in Phase Il with the estimgt@edameters based on MLE method

5- Conclusions and futureresearch

In this paper, the performance of residual Steetutontrol chart with the estimated parameters was
evaluated for monitoring financial GARCH processtive presence of outliers. The reason for
selecting GARCH model was the generality of the ehofbr describing the financial process
behavior. Moreover, this model could well define@JIRR exchange rate as the main motivation of
this research. To estimate the parameters of thdeino addition to the traditional MLE method,
some robust methods were proposed to handle tHereutSimulation studies revealed that the
control chart was significantly affected by the l@us. Generally, the outliers made the in-control
ARL greater than the predefined expected valuether words, the control chart was insensitive to
the changes in the process. In different numeeeamples, the control chart based on RME and
MLE methods performed better than the others wihenetis only clean historical data. While by
increasing the rate of the outliers, the contrartivased on FMLE and FRME methods resulted in
slightly better in-control ARL performance. Finallgfhe proposed methods were applied for
monitoring USD/IRR exchange rate. In the real eXamhe control chart was more sensitive when
the robust methods were applied in estimation ghoe This confirmed the obtained results in
simulation studies. The performance of control tthan monitoring financial processes in the
presence of outliers can be investigated in futesearch.
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