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Abstract 
With 17 million annual deaths, cardiovascular diseases are the leading cause of 

mortality across the world with coronary artery disease (CAD) as the most 

prevalent one. CAD is the leading cause of death in industrial countries and at the 

same time is rapidly spreading in the developing world. Thus, the development 

and introduction of machine learning methods for the accurate diagnosis of heart 

diseases, especially CAD, have been an important debate in recent years in order 

to overcome relevant problems. The aim of this paper was to propose a model for 

enhancing CAD prediction accuracy. It sought a framework for predicting and 

diagnosing CAD using the features selection of Harris Hawks Optimization 

algorithm (HHO) and Support Vector Machine (SVM). The heart disease data set 

of Cleveland hospital available in the University of California Irvine (UCI) was 

used as the studied data set. It included 303 cases. Each case had 14 features with 

the final medical status of cases (CAD or normal case) as one of the features 

where 165 and 138 cases were diagnosed as CAD and normal, respectively. The 

results of this study revealed that HHO could enhance CAD diagnosis accuracy. 

Keywords: Coronary artery diseases, feature selection, Harris Hawk 

optimization algorithm, support vector machine 

 

1-Introduction 

   Rapid health transition, demographic changes, aging, and rapid changes to life styles, besides other 

socio-economic evolutions have led to the ever-increasing involvement in non-communicable 

diseases and induced disabilities and mortality (Reddy, 2002). Cardiovascular diseases include those 

vascular system diseases affecting cerebral, heart and peripheral circulations (Ndindjock et al., 2011). 

The problem is that heart diseases have been the leading cause of mortality in the past 10 years.  
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   As the most prevalent heart disease CAD is the leading cause of mortality in industrial countries and 

is rapidly spreading in the developing world (Ndindjock et al., 2011). Several methods, including 

cardiac stress test, echocardiogram, nuclear heart scan, and angiography are used to diagnose CAD 

(Khosravanian  and  Ayat, 2015) and (Nahar  et al., 2013).  

   These are generally error-prone diagnostic tests and are very costly, time-consuming and 

troublesome for patients (Negahbani et al., 2015). Thus, the development and introduction of machine 

learning methods for the accurate diagnosis of heart diseases, especially CAD, have been an important 

debate in recent years in order to overcome relevant problems (Giri et al., 2013) and (Engelbrecht, 

2007). CAD is a serious disease with a significant mortality rate. It accounts for 31% of global annual 

deaths (17.9 million deaths per year) (Nasarian  et al., 2020)[8]. Therefore, this paper aims to enhance 

CAD diagnosis accuracy using supervised learning machine methods, including SVM. This goal will 

be achieved through Harris Hawks optimization algorithm (HHO) which is inspired by Harris hawks 

hunting style. The aim is to derive a subset out of total features of CAD data set using HHO meta-

heuristic algorithm. The selected features diagnose CAD more accurately compared to the case where 

all features are used for diagnosis. The increased number of parameters makes diagnosis process very 

difficult even for an expert medical specialist. Therefore, this paper tries to solve this problem and 

assist CAD diagnosis using more effective features selected by HHO feature selection.  

2-Background 
   There are many studies on CAD diagnosis. Rani analyzed CAD data using neural networks. He 

employed a single-layer neural network and a multi-layer one on the studied data set and obtained the 

accuracy values of 87% and 83%, respectively (Rani, 2011). Dezhaloud et al used Binary 

Grasshopper Optimization algorithm and k-Nearest Neighbor Machine Learning and diagnosed CAD 

in the data set of 270 patients with an accuracy of 89.8% (DezhAloud, 2020). Vula et al used 

Bayesian Networks to diagnose heart diseases. Their proposed method identified normal cases with an 

accuracy of 91% (Vila-Francés et al., 2013). Moloud Abdar et al diagnosed CAD with an accuracy of 

93.08% using Genetic Algorithm (GA), Particle Swarm Optimization Algorithm, and Support Vector 

Machine (SVM) (Abdar et al., 2019). It can be argued from this background that meta-heuristic 

algorithms have not been in the area of focus for reducing the number of features and selecting more 

effective ones while this initiative can enhance diagnosis accuracy. Furthermore, no study has been 

conducted on the combined application of HHO and SVM for feature selection. Therefore, this study 

aims to enhance CAD diagnosis accuracy through HHO feature selection. The data set of Cleveland 

hospital CAD patients was used as the studied data set. It was provided from the machine learning 

data sets of the University of California (UCI). It includes 303 cases. Each case has 14 features and 

165 and 138 cases were diagnosed as CAD and normal, respectively. Table 1 shows the features.  

 
Table 1. Cleveland data set features 

Range  Description Name No.  

29-77 Age Age 1 

male-female Sex Sex 2 

0-3 Chest Pain Type Cp 3 

94-200 Resting Blood Pressure (mmHg) trestbps 4 

126-564 Serum Cholesterol chol 5 

0-1 Fasting Blood Sugar fbs 6 

0-2 Resting electrocardiogram restecg 7 

71-202 Max. heart beat thalach 8 

0-1 Exercise-induced angina exang 9 

0-6.2 Exercise-induced ST depression compared to resting state oldpeak 10 

0-2 slope of ST wave peak slope 11 

0-4 Number of large veins detected by fluoroscopy ca 12 

0-1 Thallium Scientigraphy thal 13 
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3-Method of study 
3-1-Steps of the proposed method 
   The general method of this study is about enhancing CAD diagnosis accuracy using HHO feature 

selection and machine learning classification algorithms (SVM). Data-pre-processing is conducted in 

the first step. It includes data selection, data cleansing, data transformation, and data normalization 

stages. Following data pre-processing, HHO feature selection is used to reduce dimension and to 

select effective features. In this way, a sub set of the effective features of CAD diagnosis is selected. 

Next, the newly built data set, with limited features and reduced dimension compared to total features, 

is introduced to SVM. This study uses CAD patients’ data, available in the machine learning data sets 

of the University of California, and adopts machine learning algorithms, including SVM, to predict 

and diagnose CAD. In addition, it selects more effective features by feature selection methods such as 

HHO to enhance the precision level of models. Finally, the results of evaluation parameters i.e. 

“accuracy” and “SVM performance” are obtained for “with feature selection” and “without feature 

selection” methods and compared with each other.  

 

3-2- Evaluation and validity indicators 
   This study used the following valid measures to evaluate and compare the efficiency of different 

machine learning models in predicting and diagnosing CAD (Glaros and Kline, 1988). 

 

3-2-1- Confusion Matrix 

   As far as the classification of a data set using machine learning classification methods concerns, the 

aim is to classify and identify classes with the highest possible accuracy. In some problems, it is 

strongly important to accurately identify the cases of a given class. Consider a study where the aim is 

to identify individuals with a particular dangerous disease. Assume that the patients are susceptible to 

death and they need a special drug. In this condition, it is of a high importance to accurately 

differentiate the patients. This means that any mistake in differentiating normal cases is ignorable 

while the same is not true for differentiating a patient as a normal case. In other words, it is expected 

to detect all patients with no missed case, even in the expense of classifying a normal case as a 

patient. In the conditions where the accuracy of detecting a given class governs the overall accuracy, 

the concept of confusion matrix assists us. Consider above example again. Assume that the inclusion 

of a case in the patient class is considered to be positive, and the contrast situation is considered to be 

negative. In reality, each case belongs either to the positive class or to the negative class. On the other 

hand, any and all classification algorithms will classify each case within one of these classes. 

Therefore, the probable states for each case will be as the following: 

 True Positive (TP): the case belongs to the positive class and is detected as a member of this 

class. 

 False Negative (FN): the case belongs to the positive class and is detected as a member of the 

negative class. 

 True Negative (TN): the case belongs to the negative class and is detected as a member of this 

class. 

 False Positive (FP): the case belongs to the negative class and is detected as a member of the 

positive class. 

After running the classification algorithm, classification performance may be evaluated in accordance 

with table 2, considering above definitions: 

 
Table 2. Concept of confusion matrix 

Identified Label 

Negative Positive 

FP TP 

TN FN 
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3-2-2- Accuracy 

Accuracy equals to the ratio of truely classified data to total data which is stated in percent: 

 

Accuracy=TP+TN/TP+FN+FP+TN                                                                                                      (1) 

                  

  

3-2-3- Sensitivity 

Sensitivity refers to true positive rate (TPR) and is calculated from the following relation: 

 

Sensitivity=TP/TP+FN                                                                                                                          (2) 

                    

3-2-4- Specificity 

Specifity refers to True Negative Rate (TNR) and is calculated from the following relation: 

 

Specificity(TNR)=TN/TN+FP                                                                                                              (3) 

 

3-2-5- Precision 

Precision shows the proportion of positive samples which are actually positive samples 

  

Precision=TP/TP+FP                                                                                                                             (4) 

 

3-2-6- F-Score 

F-score is a measure used to evaluate the performance of classification algorithms. It is composed of 

Recall and Precision parameters and is the harmonic mean of them: 

 

                 (5) 
 

 
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3-2-7- Mean Square Error (MSE) 

MSE is a fitness function or an objective function. It is an indicator of absolute error between the 

simulated and observed variable. It ranges from zero to infinity. The higher the value, the better is the 

simulation. The optimum value would be zero. It is stated by the following equation: 

 

 

(6)                                                                                             
2

1

1
[( ) ]

n

imeas ipredi
MSE x x

n 
   

  

n, xipred and ximeas are number of measured variable, value of predicted variable, and value of measured 

variable, respectively.  

 

3-3- Objective function of the feature selection of HHO and Bat algorithms 

X=(x1،x،......xd)  

F(x)= Accuracy(x)  
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Accuracy=TP+TN/ TP+FN+FP+TN 

   The aim of this study is to enhance CAD diagnosis accuracy. According to above relation, the inputs 

of the objective function are HHO-selected features and the output of it is the accuracy. In addition, x 

indicates HHO-selected features. For any iteration, HHO introduces different features to the objective 

function and calculates the accuracy. Finally, when iterations completed, those HHO-selected features 

which maximize accuracy are introduced as the effective features of CAD diagnosis.  
 

3-4- HHO feature selection 

   HHO is a population-based nature-inspired algorithm. The main idea behind HHO is the cooperative 

behavior and chasing style of Harris hawks in nature called surprise pounce (Heidari et al., 2019). In 

this intelligent strategy, several hawks cooperatively pounce a prey from different directions in an 

attempt to surprise it.  Harris hawks can reveal a variety of chasing patterns based on the dynamic 

nature of scenarios and escaping patterns of the prey. In 1997, Louise Lefebvre introduced an 

approach to measuring the intelligence quotient of birds based on innovations observed in their 

feeding behaviors. According to his studies, hawks can be classified among the most intelligent birds 

in nature. Harris hawks are well-known prey-hunting birds. They could be found in relatively stable 

groups in the south half of Arizona, America. To select features using HHO, initial values were 

allocated to HHP parameters as per table 2: 

 
Table 2. HHO parameters for feature selection 

 Dimensions (D) number of iteration Hawks population 
HHO algorithm 

parameters 

1.5 54 100 50 value 

 

3-5- CAD Diagnosis using HHP and SVM (Cleveland data set) 
   CAD was predicted by SVM through two methods: with and without HHO feature selection. The 

results and evaluation scores of both methods are shown in the following graph. This graph shows the 

values of the objective functions for 100 iterations of HHO performed to select effective parameters 

of CAD diagnosis (figure 1). 

 
Fig. 1. HHO convergence for 100 iterations performed to select effective features (SVM) (Cleveland data set) 
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Table 3. SVM predictions of CAD using the features selected by HHP and total features (Cleveland data set) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4-Conclusion 
   The aim of this study was to enhance CAD diagnosis accuracy using four supervised machine 

learning techniques _ namely: Artificial Neural Network (ANN), Support Vector Machine (SVM), 

Decision Tree (DT), and K-nearest neighbor (KNN). It selected a subset out of total features available 

in CAD data set using Bat meta-heuristic Optimization algorithm. The selected features diagnosed 

CAD more effectively compared to all features. The data set used in this study was for CAD patients 

of Cleveland hospital (UCI). It included 303 cases. Each case had 14 features with the final medical 

status of cases (CAD patient or normal case) as one of the features where 165 cases were CAD and 

138 were normal cases.  

 

4-1- Comparison of SVM results (Cleveland data set) 
   According to the following figure, by selecting 6 features out of 13 features, HHO could rise CAD 

diagnosis accuracy where accuracy, sensitivity, specificity, F-Score, Precision of patient class, 

Precision of normal class, Recall of patient class, Recall of normal class, F-Score of patient class,  F-

Score of normal class, and AUC raised by 14%, 13%, 15%, 14%, 11%, 19%, 13%, 15%, 12%, 17%, 

and 21%, respectively. In addition MSE reduced by 14%.  

 

 

 

 

predicted by all 

features 

HHO optimized 

values 
Parameter 

0.765 0.904 Accuracy 

0.872 1.0 Sensitivity 

0.637 0.789 Specificity 

0.234 0.095 MSE 

0.765 0.904 F-Score 

0.74 0.85 Precision (patient class) 

0.81 1.00 Precision (normal class) 

0.87 1.00 Recall (patient class) 

0.64 0.79 Recall (normal class) 

0.80 0.92 F-Score (patient class) 

0.71 0.88 F-Score (normal class) 

0.766 0.977 ROC (AUC) 

13 6 
number of features selected by 

HHO 

- 1  2  4  8 10 11 features select by HHO 
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Fig. 2. Comparison between SVM results with and without HHO-selected features (Cleveland data set) 
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