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Abstract 
In this paper, a bi-level mathematical formulation for a pricing-inventory-

routing problem in the context of sustainable closed-loop supply chains is 

developed. The two levels are entitled as the upper level model and the lower 
level model. The upper level model (the leader model) tries to minimize 

greenhouse gas (GHG) emissions while the lower level model (the follower 

model) focuses on profit maximization. To solve the problem, an enumeration 
heuristic method based on knapsack problem and genetic algorithm (GA) is 

devised. The results show that the heuristic method is capable of obtaining 

high-quality solutions in reasonable CPU-times. 

Keywords: Bi-level programming, heuristic method, pricing-routing-
inventory, closed loop supply chain, incentive loans 

 

1- Introduction  
   Pricing is one of the main activities in economic topics, especially microeconomics (Christensen, 

2013). Lack of a good pricing strategy has led many companies to supply goods or technologies with 
unfit prices for the market (Jain et al., 2003). Price is the most flexible element in marketing strategy 

and pricing decisions can be implemented relatively faster than other elements of marketing strategy 

(Avlonitis and Indounas, 2005). It is also one of the most challenging activities in the field of product 
commercialization, evaluation and pricing. Price adjustment is called pricing strategy. The goal of 

pricing strategy is setting optimal prices by maximizing current profits and the number of sales units 

(Dolgui and Proth, 2010). Although price competition is one of the major difficulties companies face, 

many of them have failed to establish a sound pricing strategy. It is despite the fact that pricing is one 
of the salient factors affecting customers’ attraction, satisfaction and loyalty (Kotler and Armstrong, 

2013). This study aims to provide a bi-level mathematical model for formulating a two-level supply 

chain where Department of Environment acts as leader and the chain owners as followers.  
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   The decisions to be made include inventory management, pricing, routing, and adopting the 
appropriate decisions for collected returnable transport items (RTIs). 

In a nutshell, the contributions of this paper are as follows. 

• It is considered for the first time that in a closed-loop supply chain the leader is able to affect 

the decisions made by chain owners using allocation of financial incentives. 

• A bi-level programming formulation is developed. 

• Minimizing GHG emissions is considered as the leader objective and profit maximization as 

the follower objective. 

• A new bi-level heuristic method based on knapsack problem and genetic algorithm (GA) is 

proposed. 

   This paper is organized as follows. In section 2 a brief literature review is provided. The developed 

formulation along with the employed heuristic approach are elaborated in sections 3, 4 and 5. 

Computational results and discussions are presented in section 6. Finally, section 7 covers all 

conclusions. 

2- Literature review 
   In closed-loop supply chains, both forward and reverse activities are included (Govindan et al., 2015, 

Jangali, et al., 2020). One of the important problems in closed-loop supply chains is determining the 
appropriate Forward supply chain encompasses all activities from extracting raw materials to shipment 

of final products and backward flow starts from the point of consumption to the point of origin to find 

the best economic mode of reusing, reproducing and re-marketing for exploiting the new market 
(Khatami et al., 2015). Transition and collection routes along with the inventory levels at supply centers 

(Zhalechian et al., 2016). Closed-loop inventory-routing problem has been applied for optimization of 

various logistic systems including food supply chains (Forouzanfar et al., 2017). Choosing an 
appropriate pricing strategy is an important decision in logistics (Kaya and Urek, 2016). Since all parties 

across chain seek to maximize their own profits, an appropriate pricing strategy by considering various 

economic aspects can lead to creation of competitive advantages (Taleizadeh and Noori-daryan, 2016). 

Thus, integrating inventory-routing problem with product pricing problem can yield more practical 
solutions for managers and chain owners (Moghadas Poor, et al., 2021). In supply chains, the state, as 

a key decision-maker at the top of the chain, usually attempts to intervene in order to control the overall 

structure of the chain through applying some certain rules (Gao et al., 2016). It causes inconveniences 
in finding optimal solutions to the chain problems and conflicts between the leader and followers (chain 

owners) (Gao et al., 2016). It is a problem that has not been considered in majority of studies while 

chain owners are considered as the only decision-makers (Hsueh, 2015). Decision-making problems are 

often modeled as Stackelberg game in decentralized organizations and are formulated as bi-level 
programming problems (Munson and Rosenblatt, 2001). The leader determines high-level strategies 

and decisions based on which followers optimize their actions. By full awareness from the high-level 

decision maker's action, multi-level programming models use the concept of the equilibrium solution 
of Stackelberg (Wen and Hsu, 1991). Therefore, the leader must make a decision that optimizes their 

goal considering the follower's ensuing reaction (Gao et al., 2016). Roghanian et al. (2007) used two-

level programming for modeling such decentralized decisions. Aviso et al. (2010) designed the chain 
of materials transportation to reduce and minimize resource consumption and waste production in eco-

industrial parks, in order to encourage establishing an exchange network of produced wastes between 

plants that are located in eco-industrial parks. Figure 1 shows an example of the problem. 
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Fig 1. An example of the problem 

   Amirtaheri et al. (2017) provided a bi-level programming model considering production and 
distribution levels. In this model, price of products was also considered as a decision variable, and the 

equilibrium point of Stackelberg was achieved via genetic and particle swarm optimization (PSO) 

algorithms. Yue and You (2017) presented the problem of supply chain design in the form of a bi-level 
game and used a heuristic method to calculate the equilibrium point of Stackelberg.  

   In this work, the problem of pricing-inventory-routing optimization in closed-loop supply chain is 

studied and a multi-level programming model is developed. In our model, the state or Department of 

Environment aims to minimize the environmental effects of the chain by providing financial incentives 
and the chain owners pursue their profit maximization goals. Accordingly, in this situation, Department 

of Environment acts as a leader and owner of the supply chain is in the position of the follower 

(backward). The supply chain includes customers and collection and disassembly centers. The 
government (Department of Environment) is seeking to influence the chain by providing financial 

incentives for the centers as well as less-polluting vehicles. In the meantime, the follower problem is 

resolved based on a decision made by the leader, and the leader will ultimately make the best decision 
based on the follower's solutions. 

   Another application is the Vendor-Managed Inventory paradigm, when a vendor manages their own 

inventory in addition to those of its customers (Guimarães, et al., 2019). Therefore, a good platform can 

be created to make a competitive advantage in the chain by determining the price of the final product, 
considering all the economic considerations (Taleizadeh and Noori-daryan, 2016).  

   The application of the problem is applied in the supply chain programming throughout the 

organization. 
   Since, the existence of discrete variables at the follower level prevent us to use the KKT conditions, 

in this paper, the equilibrium point of Stackelberg is calculated using a heuristic algorithm. Golpîra, et 

al. (2017) formulated the problem of supply chain design in terms of uncertainty using bi-level 
programming. In this chain, the agility and lean production criteria are considered for the producer level 

and the KKT conditions are used to solve the problem. A mathematical formulation for a two-echelon 

inventory routing problem is proposed to minimize the overall cost in an integrated supply chain 

management (Farias, et al., 2019, Ebrahimi and Tavakkoli-Moghadam, 2020).   
   Considering the literature review and previous studies, there is not a research on the use of multi-level 

programming approach in closed loop supply chain design. However, considering actors as leader-

follower levels can enhance the level of results for implementation in the real world (Rowshannahad, 
et al., 2018). Also, Competition between regular and closed loop supply chains was studied by a game 

theory approach (Hadi et al., 2021).   
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Table 1. Summery of researches on the two-echelon pricing-routing-inventory problem   

Author(s) 

Type Solution method Dimensions Sustainability 
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(Krishnan, et al., 

2020) 
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2020) 
  

(Imran, et al., 

2020) 
  

(Gholizadeh, et 

al., 2020) 
  

(Liu, et al., 2020)   

(Xu, et al., 2020)   

(Forghani, et al., 

2020) 
  

This paper   


 

   Therefore, in this research, we investigate the problem of pricing-routing-inventory optimization in 
closed loop supply chain using multi-level programming in order to cover the existing research gap. In 

the provided model, the state or Department of Environment seeks to minimize the environmental 

effects of the chain by providing financial incentives and the chain owners are seeking to maximize 
their profitability. Therefore, in the defined problem, the state (Department of Environment) places in 

the position of leader (leading) and owner of the supply chain places in the position of follower 

(backward). 
   The considered supply chain includes customers and collection and disassembly centers. The 

government (Department of Environment) is seeking to influence the structure by providing financial 

incentives for the centers, as well as the usage of vehicles that produce less environmental damage. 

These financial incentives lead to provide the facilities and clean vehicles and reduce harmful 
environmental effects throughout the chain. In the meantime, the follower problem is resolved based 

on a decision made by the leader, and the leader will ultimately make the best decision based on the 

follower's answers. In the proposed solution approach, the leader level generated all its strategies based 
on a heuristic method and then the follower level generates its optimal answer to each strategy using 

genetic algorithm. Several numerical examples in different dimensions are generated to investigate the 

performance of the proposed model and algorithm. Table 1 summarizes the researches on the Two-

echelon Pricing-Routing-Inventory Problem including the solution approach, dimensions and 

Sustainability. The table also demonstrates the contribution of the paper to the body of literature.    

3- Problem statement 
   In this section, firstly, a bi-level programming formulation for the problem is developed. Noteworthy, 
the follower model is developed based on the model proposed by Mohammadnejad et al. (2016). 

Subsequently, the new bi-level heuristic approach is presented. 

Assumptions of the problem are as follows: 
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1) Number of customers and their demands are known. 
2) Return of products used by customers is specified. 

3) A homogeneous fleet of vehicles is considered. 

4) Costs of facilities location and product shipments are determined. 

5) Selling price of products is specified. 
6) A two-echelon closed loop supply chain is assumed. 

7) The leader level includes government decisions and the follower level includes supply chain design. 

8) All input parameters are deterministic. 
 

Indexes and sets 

𝑀  Set of Products 

𝑁  Set of all nodes in the network 

𝐶  Set of Customers 

𝐿  set of potential places for constructing collection and disassembly centers 

𝑅  set of Raw materials 

𝑉  set of Vehicles 

𝑇  set of Programming periods 

Parameters  

𝛾𝑚
𝑀𝑎𝑥  Maximum defective rate of product m 

𝛾𝑚
𝑀𝑖𝑛  Minimum defective product m 

𝜑𝑟  A percentage of raw material r from defective products which can be reused 

𝑤𝑚 Volume percent of each unit of product m 

𝐹𝐿𝑙 Cost of constructing the collection and disassembly center at a potential location l 

𝐶𝑉𝑣 Vehicle capacity  V 

𝑆𝑚𝑡
𝑀𝑎𝑥  The maximum possible price for product m during period t 

𝑆𝑚𝑡
𝑀𝑖𝑛  The minimum possible price for product m during period t 

𝐹𝑉𝑣𝑡 Cost of using the vehicle V during period t 

𝐷𝑉𝑣𝑡 Cost of travelled distance for vehicle V during period t for travelling a distance unit 

𝑆𝑅𝑟𝑡  Sale price of unusable raw material r  in period t 

𝛼𝑗𝑚𝑡
𝑀𝑎𝑥 The maximum customer demand j for product m during period t 

𝛼𝑗𝑚𝑡
𝑀𝑖𝑛 The minimum customer demand j for product m during period t 

ℎ𝑟𝑡  Maintenance cost of a raw material unit r in the manufacturer's warehouse 

𝐶𝑅𝑚𝑟  raw material consumption rate t for producing product m  

𝐴𝑟𝑡  Ordering cost for raw material r during period t 

𝑃𝐵𝑟𝑡  Purchasing cost for raw material r during period t 

𝐷𝑖𝑠𝑡𝑖𝑗 Distance between the two nodes i and j 

𝐿𝐴 A big number 

𝐸𝑋𝑖𝑗𝑣𝑡 
Rate of GHG emissions if vehicle v moves from customer i to customer j during period t 

𝐸𝑌𝑙 
Rate of GHG emission if collection and disassembly center is constructed at potential location l 

𝐸𝑉𝑣𝑡 Rate of GHG emissions if vehicle v is used during period t 

𝛼𝑙 
The amount of loan (financial incentive) for constructing a collection and disassembly center at a 

potential location l 

𝛽𝑣 The amount of the loan (financial incentive) for using the vehicle V during period t 

𝜃 
The maximum loan amount for constructing a collection and disassembly center at a potential location 

l 

𝜗 The maximum loan amount for using vehicle V during period t 

Leader decision variables  

𝐼𝑂𝑙 
If a loan (financial incentive) is selected to construct collection and disassembly center at a potential 

location l, it is equal to one, otherwise it equals zero 

𝐼𝑇𝑣𝑡  
If a loan (financial incentive) is selected to use vehicle V during period t, it is equal to one, otherwise 

it equals zero 
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Follower decision variable 

𝐿𝑅𝑣𝑡  Loading volume of vehicle V when departing from the manufacturer in period t 

𝑆𝑚𝑡  Sales price of product m during period t 

𝑅𝑊𝑟𝑡  Number of raw materials r that are recycled during period t 

𝑍𝑗𝑣𝑡 
The variable related to the removal of sub tour of the vehicle V in the route of the node j during 

period t 

𝐷𝑗𝑚𝑣𝑡  Number of products m delivered to customer J by vehicle V during period t 

𝑃𝑗𝑚𝑣𝑡  Number of returned products m which are loaded from customer j by vehicle V during period t 

𝐿𝐶𝑗𝑣𝑡  Load volume of vehicle V after exiting customer j during period t 

𝐼𝑟𝑡 Inventory of raw material r in the producer's warehouse during period t 

𝑄𝑟𝑡  The amount of raw material r by the manufacturer during period t 

𝑋𝑖𝑗𝑣𝑡  Is equal to one if the vehicle V moves from customer i to customer j during period t 

𝑌𝑙 Is equal to one if the collection and disassembly center is constructed at the potential location l 

𝑂𝑟𝑡  Is equal to one if the raw material r is ordered during period t 

𝑉𝑣𝑡  Is equal to one if the vehicle V is used during period t 

4- Mathematical formulation 

 

Upper level (leader) model: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑖𝑛𝑔 = ∑ ∑ ∑ ∑ 𝑋𝑖𝑗𝑣𝑡

𝑡=1𝑣=1𝑗=1𝑖=1

 𝐸𝑋𝑖𝑗𝑣𝑡 + ∑ 𝑌𝑙𝐸𝑌𝑙

𝑙=1

+ ∑ ∑ 𝑉𝑣𝑡𝐸𝑉𝑣𝑡

𝑡=1𝑣=1

 

 ∑ 𝐼𝑂𝑙𝛼𝑙

𝑙=1

≤ 𝜃 

 ∑ 𝐼𝑇𝑣𝑡

𝑙=1

𝛽𝑣 ≤ 𝜗 

 

1 

Lower Level (Follower) Model: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑖𝑛𝑔 ∑ ∑ ∑ ∑ 𝐷𝑗𝑚𝑣𝑡𝑆𝑚𝑡

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉𝑡∈𝑇

+ ∑ ∑ ∑ ∑ ∑ 𝑆𝑅𝑟𝑡𝑃𝑗𝑚𝑣𝑡𝐶𝑅𝑚𝑟

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉𝑟∈𝑅𝑡∈𝑇

− ∑ ∑ ∑ ∑ 𝑃𝑗𝑚𝑣𝑡𝑆𝑚𝑡

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉𝑡∈𝑇

− ∑ ∑ 𝑂𝑟𝑡𝐴𝑟𝑡

𝑟∈𝑅𝑡∈𝑇

− ∑ ∑ 𝑃𝐵𝑟𝑡𝑂𝑟𝑡

𝑟∈𝑅𝑡∈𝑇

− ∑ ∑ 𝐼𝑟𝑡ℎ𝑟𝑡

𝑟∈𝑅𝑡∈𝑇

− ∑ ∑ 𝑉𝑣𝑡𝐹𝑉𝑣𝑡

𝑣∈𝑉𝑡∈𝑇

− ∑ ∑ ∑ ∑ 𝑋𝑖𝑗𝑣𝑡𝐷𝑉𝑣𝑡𝐷𝑖𝑠𝑡𝑖𝑗

𝑗∈𝑁𝑖∈𝑁𝑣∈𝑉𝑡∈𝑇

− ∑ 𝑌𝑙𝐹𝐿𝑙

𝑙∈𝐿

+ ∑ 𝐼𝑂𝑙𝛼𝑙𝑌𝑙

𝑙=1

+ ∑ 𝐼𝑇𝑣𝑡

𝑙=1

𝛽𝑣𝑡𝑉𝑣𝑡  

 𝑠. 𝑡 

2 𝑗 ∈ 𝐶, 𝑚 ∈ 𝑀, 𝑡 ∈ 𝑇 ∑ 𝐷𝑗𝑚𝑣𝑡

𝑣∈𝑉

≤ 1 + 𝛼𝑗𝑚𝑡
𝑀𝑎𝑥 −

𝛼𝑗𝑚𝑡
𝑀𝑎𝑥 − 𝛼𝑗𝑚𝑡

𝑀𝑖𝑛

𝑆𝑚𝑡
𝑀𝑎𝑥 − 𝑆𝑚𝑡

𝑀𝑖𝑛
(𝑆𝑚𝑡 − 𝑆𝑚𝑡

𝑀𝑖𝑛) 

3 𝑗 ∈ 𝐶, 𝑚 ∈ 𝑀, 𝑡 ∈ 𝑇 ∑ 𝐷𝑗𝑚𝑣𝑡

𝑣∈𝑉

≥ 𝛼𝑗𝑚𝑡
𝑀𝑎𝑥 −

𝛼𝑗𝑚𝑡
𝑀𝑎𝑥 − 𝛼𝑗𝑚𝑡

𝑀𝑖𝑛

𝑆𝑚𝑡
𝑀𝑎𝑥 − 𝑆𝑚𝑡

𝑀𝑖𝑛
(𝑆𝑚𝑡 − 𝑆𝑚𝑡

𝑀𝑖𝑛) 

4 𝑟 ∈ 𝑅, 𝑡 ∈ 𝑇 𝐼𝑟𝑡 = 𝐼𝑟𝑡−1 + 𝑄𝑟𝑡 + 𝑅𝑊𝑟𝑡 − ∑ ∑ ∑ 𝐷𝑗𝑚𝑣𝑡𝐶𝑅𝑚𝑟

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉

 

5 𝑟 ∈ 𝑅, 𝑡 ∈ 𝑇 𝑄𝑟𝑡 ≤ 𝑂𝑟𝑡  𝐿𝐴 

6 𝑗 ∈ 𝐶, 𝑚 ∈ 𝑀, 𝑡 ∈ 𝑇 ∑ 𝑃𝑗𝑚𝑣𝑡

𝑣∈𝑉

≤ 1 + 𝛾𝑚
𝑀𝑎𝑥 −

𝛾𝑚
𝑀𝑎𝑥 − 𝛾𝑚

𝑀𝑖𝑛

𝑆𝑚𝑡
𝑀𝑎𝑥 − 𝑆𝑚𝑡

𝑀𝑖𝑛
(𝑆𝑚𝑡 − 𝑆𝑚𝑡

𝑀𝑖𝑛) ∑ 𝐷𝑗𝑚𝑣𝑡−1

𝑣∈𝑉

  

7 𝑗 ∈ 𝐶, 𝑚 ∈ 𝑀, 𝑡 ∈ 𝑇 ∑ 𝑃𝑗𝑚𝑣𝑡

𝑣∈𝑉

≥ 𝛾𝑚
𝑀𝑎𝑥 −

𝛾𝑚
𝑀𝑎𝑥 − 𝛾𝑚

𝑀𝑖𝑛

𝑆𝑚𝑡
𝑀𝑎𝑥 − 𝑆𝑚𝑡

𝑀𝑖𝑛
(𝑆𝑚𝑡 − 𝑆𝑚𝑡

𝑀𝑖𝑛) ∑ 𝐷𝑗𝑚𝑣𝑡−1

𝑣∈𝑉

 

8 𝑗 ∈ 𝐶, 𝑡 ∈ 𝑇 ∑ ∑ 𝑋𝑖𝑗𝑣𝑡

𝑖∈{1,𝐶}𝑣∈𝑉

= 1 

9 𝑗 ∈ 𝐶, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 ∑ 𝑋𝑖𝑗𝑣𝑡

𝑖∈{1,𝐶}

= ∑ 𝑋𝑗𝑖𝑣𝑡

𝑖∈{𝐶,𝐿}
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10 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 ∑ 𝑋1𝑖𝑣𝑡

𝑖∈𝐶

≤ 𝑉𝑣𝑡  

11  ∑ 𝑌𝑙

𝑙∈𝐿

= 1 

12 𝑣 ∈ 𝑉, 𝑙 ∈ 𝐿, 𝑡 ∈ 𝑇 ∑ 𝑋𝑖1𝑣𝑡

𝑖∈𝐶

≤ 𝑌𝑙 𝐿𝐴 

13 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝑉𝑣𝑡 ≤
∑ 𝑋1𝑖𝑣𝑡𝑖∈𝐶 + ∑ ∑ 𝑋𝑖𝑗𝑣𝑡𝑗∈𝐶𝑖∈𝐶 + ∑ 𝑋𝑖1𝑣𝑡𝑖∈𝐶

3
 

14 (𝑖, 𝑗) ∈ 𝑁, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝑍𝑗𝑣𝑡 > 𝑍𝑖𝑣𝑡 − (1 − 𝑋𝑖𝑗𝑣𝑡)𝐿𝐴 

15 𝑟 ∈ 𝑅, 𝑡 ∈ 𝑇 𝑅𝑊𝑟𝑡 < 1 + 𝜑𝑟 ∑ ∑ ∑ 𝑃𝑗𝑚𝑣𝑡𝐶𝑅𝑚𝑟

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉

 

16 𝑟 ∈ 𝑅, 𝑡 ∈ 𝑇 𝑅𝑊𝑟𝑡 > 𝜑𝑟 ∑ ∑ ∑ 𝑃𝑗𝑚𝑣𝑡 𝐶𝑅𝑚𝑟

𝑗∈𝐶𝑚∈𝑀𝑣∈𝑉

 

17 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝐿𝑅𝑣𝑡 = ∑ ∑ 𝐷𝑗𝑚𝑣𝑡  𝑤𝑚

𝑗∈𝐶𝑚∈𝑀

 

18 𝑖 ∈ 𝐶, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝐿𝐶𝑖𝑣𝑡 ≥ 𝐿𝑅𝑣𝑡 − ∑ 𝐷𝑖𝑚𝑣𝑡  𝑤𝑚

𝑚∈𝑀

+ ∑ 𝑃𝑖𝑚𝑣𝑡  𝑤𝑚

𝑚∈𝑀

− (1 − 𝑋1𝑖𝑣𝑡)𝐿𝐴 

19 (𝑖, 𝑗) ∈ 𝐶, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝐿𝐶𝑗𝑣𝑡 ≥ 𝐿𝐶𝑖𝑣𝑡 − ∑ 𝐷𝑗𝑚𝑣𝑡  𝑤𝑚

𝑚∈𝑀

+ ∑ 𝑃𝑗𝑚𝑣𝑡  𝑤𝑚

𝑚∈𝑀

− (1 − 𝑋𝑖𝑗𝑣𝑡)𝐿𝐴 

20 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝐿𝑅𝑣𝑡 ≤ 𝐶𝑉𝑣𝑉𝑣𝑡  
21 𝑖 ∈ 𝐶, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝐿𝐶𝑖𝑣𝑡 ≤ 𝐶𝑉𝑣𝑉𝑣𝑡  

22 𝑚 ∈ 𝑀, 𝑡 ∈ 𝑇 𝑆𝑚𝑡
𝑀𝑖𝑛 ≤ 𝑆𝑚𝑡 ≤ 𝑆𝑚𝑡

𝑀𝑎𝑥 

23 (𝑖, 𝑗) ∈ 𝐶, 𝑣 ∈ 𝑉, 𝑡 ∈ 𝑇 𝑋𝑖𝑗𝑣𝑡 , 𝑌𝑙 , 𝑍𝑗𝑣𝑡 , 𝑂𝑟𝑡 , 𝑉𝑣𝑡 ∈ {0,1} 

24 𝑗 ∈ 𝐶, 𝑚 ∈ 𝑀, 𝑣 ∈ 𝑉 𝑡 ∈ 𝑇 𝐷𝑗𝑚𝑣𝑡 , 𝑃𝑗𝑚𝑣𝑡 , 𝑅𝑊𝑟𝑡 ∈ 𝐼𝑛𝑡𝑒𝑔𝑒𝑟 

 

   The objective function of the leader problem minimizes greenhouse gas emissions and the 

corresponding constraints shows the maximum available budget for funding financial incentives. In 
contrast, the follower problem focuses on profit maximization and its objective function consists of 

several parts. The first and second parts compute the revenue of selling products and wastes. The 

subsequent parts calculate system costs including delivery costs of defective products to customers, 

ordering costs, purchasing costs of raw materials, holding costs, vehicles usage costs, traveling costs 
and constructing costs of collection and disassembly centers. Variables IOl and ITvt in the last two parts 

of the objective function obtain their values from solving the leader model, i.e., considered as 

parameters to the follower model. Constraints (2) and (3) indicates the relation between demand of each 
product and its price for each customer in each period. Constraint (4) shows the inventory of raw 

materials in each period in the producer's warehouse. Constraint (5) denotes that prior to receiving raw 

materials and order must be established. Constraints (6) and (7) calculate the amount of returned 
products from each customer in each period. Constraint (8) ensures that all customers must be serviced. 

Constraint (9) ensures that any vehicle that enters a node must leave it. Constraint (10) shows when a 

vehicle can be used Constraint (11) ensures that one of the potential points should be chosen to build 

collection and disassembly centers. Constraint (12) guarantees that vehicles do not move from 
constructed centers in order to service. A movement must start from and finish to the manufacturer 

which is enforced by constraint (13). Subtour elimination constraints are imposed by constraint (14). 

Constraints (15) and (16) calculate the number of reusable products collected from customers. 
Constraint (17) calculates load volume of vehicles when departing from the manufacturer. Constraint 

(18) calculates vehicle's load volume after the first customer's exit, and the constraint (19) shows 

vehicle's load volume after visiting each customer. Constraint (20) shows vehicle's load volume after 

withdrawal from the manufacturer. Constraint (21) ensures that vehicle's amount of load does not 
exceed its capacity. Constraint (22) determines price interval of each product in each period. Integrality 

and non-negativity conditions on variables are imposed by constraints (23) and (24). 
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5- The proposed algorithm 
   Due to presence of binary variables in the follower model, the proposed formulation cannot be 

converted to a single-level one. Thus, we focused on the classic Stackelberg game, which has a leader 
and a follower. The leader here seeks to minimize his goal based on which the follower optimizes their 

objective function. Note that the leader's decision is considered as an input to the follower model. It is 

clear that solution space of the follower model is affected by the leader’s decisions. 

    Variables of the leader model determine financial incentive allocations. As a result, an enumeration 
method is devised to count all possible allocations. Based on each allocation type, the follower model 

is solved and the obtained solution is analyzed. This method is suitable for small problem instances. 

Based on the idea mentioned here, a heuristic method is developed which is delineated in the subsequent 
parts. 

   The heuristic algorithm proposed in this paper is a bi-level algorithm that integrates the enumeration 

method explained before with the logic of simulated annealing (SA) algorithm.  To solve and make 
various decisions by the leader, a fake knapsack problem is used to examine the different modes of 

allocating financial incentives. After solving the knapsack problem with the value of C different 

coefficient in each repetition, the problem's solutions are inserted in the follower problem and the 

follower problem is solved once for each solution. After storing the solutions of the follower problems, 
the value of its variables is placed in each replication in the leader's objective function, and the minimum 

amount of the leader problem among all solutions is considered as the optimal solution. The fake 

knapsack used is as follows: 

 

Upper level (leader) model: 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑖𝑛𝑔 = ∑ 𝐼𝑂𝑙

𝑙=1

+ ∑ 𝐼𝑇𝑣

𝑣=1

 

 ∑ 𝑅𝑙IOl

𝑙=1

≤ 𝜃 

 ∑ 𝐸𝑣𝑡

𝑙=1

𝐼𝑇𝑣 ≤ 𝜗 

 

   Where the parameters Rl and Evt are randomly generated numbers (fake weights) used to create 

different strategies for the leader. Step-by-step description of the algorithm is as follows. 

Step 1: The values of financial incentive allocation variables are firstly determined by the fake knapsack 

problem. Afterwards, the obtained values are used for solving the follower model. 

Step 2: Solve the follower model formulation and store the obtained optimal solution. 

Step 3: Create neighbor solutions using the following equation 

 R_ New=R_ Initialized+α.R 

 E_ New=E_ Initialized+α.E 
   Where parameters R and E have random structures explained in the following, R_ New and E_ New 

are updated values of R and E, R_ Initialized and E_ Initialized are the initial produced values of the 

parameters R and E and α is a coefficient for producing different solutions. 

Step 4: Considering the follower problem's solutions, the value of the objective function of the leader 

problem is calculated in each repetition using the logic of SA algorithm while bad solutions can also be 

accepted with a predetermined probability. 

Step 5: The optimal value of the objective function of the leader problem equals to the minimum value 

in all repetitions . 

Step 6: Repeat Steps 1 through 5 until the stopping criteria is satisfied. 

The following pseudo code shows structure of the proposed algorithm: 
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Step 1. Generating various decision strategies of the leader level 

Step 2. Storing values of the leader-level decision variables for each strategy generated in Step 1 in 

set Strategies 

Step 3. Solving the follower problem for the values of the leader-level variables stored in set 

Strategies 

Step 4. Storing the values obtained from Step 3 in set Initial Solutions 

Step 5. Placing each of the decision variables in the Strategies and Initial Solutions sets in the leader 

model and calculating (without optimization) the leader model for each member of the sets 

Step 6. Selecting the best solution based on the values obtained in Step 5 as the final solution 

   Considering that the follower problem is NP-hard, it is advisable to use metaheuristic algorithms to 

solve it. Consequently, in this study, a genetic algorithm based on the structure proposed by 

Mohammadnejad et al. (2016) is developed. The aim is using the algorithm to create semi-feasible 
solutions in problem-solving process. The set of optimal solutions of the follower model form the 

leader's solution space and the leader is to obtain the most appropriate solution in this space. If the 

solutions produced by the follower are not optimal, the solution space for the leader will not be spatially 

optimal and close-to-optimal points will be formed. Accordingly, the final solution of the leader will 

also be semi-feasible, which can be regarded as valid solutions (Yue & You, 2017).  

Pseudo code of the GA is presented below. 

Input: fitness function, max iteration, Population size, Crossover rate, Mutation rate 

Output: the elitist 

Initialize a population randomly 

Calculate the fitness of the population and find the elite  

𝑡 =  0 

While 𝑡 ≤ 𝑇 do 
Perform crossover using a two-point crossover operator 
Perform Mutation 

Carry out the replacement strategy and evaluate  the solutions 

Calculate the fitness and return the elite population 

 𝑡 = 𝑡 + 1 
End 

Final solution ← the elite 

End 
Return Final Solutions 

 

6- Computational results 
   In this section, behavior of the proposed method is investigated using a small-sized test problem 

extracted from Zeballos et al. (2014). In this test problem there are 10 customers serviced by three 
potential collection and disassembly centers. The cost of establishing each center is described in  

table 2. 

 
Table 2. The cost of building each center 

Potential collection and disassembly center 1 2 3 

Cost 670000 860000 700000 

   There are also vehicles 1 and 2 with capacities of 17000 tons and 15000 tons, respectively. Three raw 
materials are used with volume coefficients of 2, 1 and 1, that the usable material rate is 0.71%, 0.74% 

and 0.74%, respectively. Also, there are two final products with volume coefficients of 9 and 6, 

respectively. Raw material consumption coefficient in product 1 equals to 1, 1, 3, and 3, 1, 3 in product 
2, respectively. At the leader level, the parameters of the objective function in kilograms of carbon 

dioxide are in the following ranges   𝐸𝑋𝑖𝑗𝑣𝑡 = [2,3] and 𝐸𝑌𝑙 = [50,80] and𝐸𝑉𝑣𝑡 = [3,5]. The values of 

incentive loans for each center is shown in table 3. 
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Table 3. Leader level parameters 

The amount of incentive loan for each of the potential centers for 

constructing collection and disassembly centers 

 The amount of incentive loans 

for the use of vehicles 

Potential collection and 

disassembly center 
1 2 3 

 
Vehicle 1 2 

Cost 60000 80000 100000  Cost 1000 800 

   Since it is a small-sized test problem, the follower model can be solved by Cplex solver. As explained 

before, the leader considers a number of lending strategies for generating initial solutions. These 

strategies are presented in Table 3. The maximum amount of loans for constructing potential centers is 
200,000 and for vehicles is 2000 and the total number of selectable strategies for the leader equals to 6 

for constructing centers and 3 for lending vehicles. Therefore, there are totally 6 × 3 = 18 strategies 

Table 4. Different lending strategies for constructing centers and purchasing vehicles 
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   Therefore, it is sufficient to initiate solving of the follower problem for all the strategies mentioned 

above where leader-level variables including IOl and ITv are parameters to the follower-model; this is 
done by Cplex Solver. Then the set of generated solutions is considered as the leader's decision-making 

space and this problem is solved again by Cplex Solver. After solving the leader problem, it is obvious 

that the selected solution is considered as the final solution for the problem. After implementing the 

described process, the generated solutions in each repetition are presented in figure 2. 

 

Fig 2. The leader's objective function for the optimal solutions of the manufacturing strategies 
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   As can be seen, strategy 12 has the least objective function value and is selected as the final solution. 

An important point seen in figure 2 is the significant difference between the values of the leader's 

objective function for different strategies. This is due to the large differences in the generated solutions 

from solving the follower problem for different strategies. But in the final selected solution with the 

leader's objective function value of 1043880, the follower problem structure is as follows. The 
collection center 2 is selected and used to cover the customers by vehicle 2 in period 1. In period 2 both 

vehicles 1&2 are used, allocating customers 1, 3, 5, 6, 9 and 10 to vehicle 1 and customers 2, 4, 7 and 

8 to vehicle 2. The values for different parts of the objective function are given in table 5. 

Table 5. The Follower level costs for the best strategy (strategy 12) 

objective 

function 

Ordering 

cost 
purchasing Maintaining 

Applying 

vehicles 
Routing 

Constructing 

centers 

75450843 860000 1051447 520000 2180054 67493584 3345758 

6-1- Test problems 

   Before explaining the final solutions, it is necessary to examine the efficiency of the proposed GA. 

To do so, a number of numerical problem instances are designed and the results are given in table 5. To 

illustrate the efficiency of the provided algorithm, we use the deviation percentage indicator from the 
best solution for each test problem. The general formula for calculating this index is shown in the 

following equation: 

 

 𝑅𝑃𝐷 =
𝑓(𝑠)−𝑓(𝑠∗)

𝑓(𝑠∗)
×100      

   In this formula, 𝑓(𝑠) represents the value obtained by the discussed algorithm and mathematical 

model, while 𝑓(𝑠∗) represents the best value ever obtained for that problem. This indicator can well 

represent efficiency of the algorithm (Soleimani, 2015). 

Table 6. Evaluating the results of the Cplex solver and the genetic algorithm 

 Mathematical model Solving algorithm 

Set RPD time 
RPD 

time 
Best Average Worst 

1 0 237.251 -0.0128 0.0529 0.1147 16.489 
2 0 251.361 0 0 0 15.623 
3 0 248.306 0 0.0514 0.1277 16.637 
4 0 136.267 0.0765 0.0765 0.0765 14.266 
5 0 417.242 0 0.0203 0.1012 14.251 
6 0 157.925 0 0 0 16.331 
7 0 125.481 0 0 0 14.288 
8 0 137.224 0.1517 0.1517 0.1517 16.336 
9 0 99.042 0 0.0208 0.0254 16.449 
10 - > 3 hrs. 0 0.1266 0.2417 37.411 
11 - > 3 hrs. 0 0.1222 0.2651 37.447 
12 - > 3 hrs. 0 0.1235 0.3366 38.417 
13 - > 3 hrs. 0 0.2323 0.4278 39.469 
14 - > 3 hrs. 0 0.2111 0.4808 37.260 
15 - > 3 hrs. 0 0.174 0.5728 37.296 
16 - > 3 hrs. 0 0.3939 0.7627 37.355 
17 - > 3 hrs. 0 0.2112 0.5398 37.581 
18 - > 3 hrs. 0 0.2351 0.9887 37.831 
19 - > 3 hrs. 0 0.2123 0.3737 620.470 
20 - > 3 hrs. 0 0.0834 0.3574 615.157 

     According to the information provided in table 5, it can be seen that the GA algorithm is capable of 

producing high-quality solutions in term of RPD indicator. In order to investigate the performance of 
the proposed heuristic algorithm, several test problems are produced and the obtained results are 

analyzed. For this purpose, according to the work of Soleimani and Kannan (2015), three different 

categories for small-, medium- and large-sized tests problems are considered each of which contains 
five test problems resulting in a total of 15 problems. In these problems, parameters are randomly 
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generated in the specified intervals. Also, network nodes are provided in a random square space with 
side length of 200 units. Distances between these nodes are calculated based on Euclidean distance. 

Table 6 depicts the results obtained by the heuristic algorithm for each test problem in each category. 

Table 7. Computational result for different instances 

 
Test 

problem 
Run 1 Run 2 Run 3 Run 4 Run 5 Standard deviation 

sm
all 

1 1172771 1151713 1101225 1025616 1078297 52535/43666 

2 1168496 1016875 1150272 1178475 1001186 77465/38758 

3 1075076 1072871 1029720 1174413 1018726 54956/3582 

4 1042600 1172185 1143327 1064266 1037049 55304/93042 

5 1007639 1165655 1139815 1047626 1194884 71489/41498 

        

m
ed

iu
m

 

6 1691912 1689636 1558811 1611090 1690307 54347/23839 

7 1517511 1695415 1561688 1581662 1639590 62091/06062 

8 1575114 1525999 1599553 1557461 1514904 31124/17437 

9 1679330 1572531 1622676 1660114 1691231 43114/37953 

10 1535953 1553607 1587495 1668536 1593470 45624/15048 

        

larg
e 

11 2476281 2533566 2523732 2423597 2454395 41486/79782 

12 2582708 2530262 2485152 2565570 2551059 33644/35463 

13 2597641 2443996 2522645 2426908 2496461 60839/91181 

14 2422879 2541612 2574172 2573870 2507940 56209/90041 

15 2459765 2540396 2586398 2501571 2517775 41929/82544 

   According to table 6, in various test problems variations of solutions is acceptable which is a criterion 

for algorithm efficiency. As mentioned previously, the quality of generated solutions is largely 
dependent on the solutions generated by the follower-level model. Since the performance of the GA 

was shown to be at a convincing level, the space for leader’s decisions is also satisfying. Due to the 

existing randomness in producing different strategies at the leader level, it is possible to confront with 
similar solutions. Figure 3 illustrates the objective functions of the solutions generated in the second 

stage of the proposed algorithm. 

  
Fig 3. Different generated answers from problem solving using the heuristic algorithm 

   Figure 3 indicates that the algorithm produced the same solution levels in a number of iterations. 

Indeed, these solutions generated by the GA are equal to the specified strategies for solving the follower 
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problem creating an acceptable space for the leader's problem. By changing the strategies, the generated 
solutions change but since the algorithm is not evolutionary, the objective function values of the 

solutions found in different iterations does not conform to a descending pattern. Therefore, the solution 

with the minimum objective function value is desirable which the last solution is not necessarily. 

6-2- Performance evaluation of the bi-level algorithm 
   In this section, by solving a variety of numerical samples, the numerical results of solving 30 random 

test problems are investigated. It is noteworthy that each of the problems is performed 5 times 

independently and the results are recorded 5 times due to the random nature of the proposed method. 
These results are employed for producing strategies. Table 8 illustrates the characteristics of the small, 

medium and large problems. In tables 9 – 11, the optimal values of the follower objective function are 

presented for small, medium and large problems, respectively. 

Table 8. Characteristics of the small, medium and large problems 

Size 
Number of 

customers 

Number of collection 

centers 
Number of vehicles 

Number of 

capacity levels 
Problem No. 

S
m

a
ll

 

15 3 2 3 1 

20 4 2 3 2 

20 7 2 3 3 

22 7 3 4 4 

25 5 2 4 5 

30 9 3 4 6 

30 10 4 5 7 

32 10 4 5 8 

35 12 5 7 9 

35 15 5 8 10 

M
ed

iu
m

 

50 10 7 10 1 

50 12 8 10 2 

55 15 8 12 3 

55 18 9 15 4 

60 20 10 17 5 

60 25 10 17 6 

60 27 10 18 7 

65 30 12 20 8 

65 32 12 20 9 

65 35 15 20 10 
L

a
rg

e
 

80 15 10 12 1 

90 15 10 15 2 

100 17 12 15 3 

100 20 15 18 4 

100 20 15 18 5 

100 25 15 20 6 

100 25 15 20 7 

110 25 15 20 8 

110 30 20 20 9 

110 35 20 25 10 

Based on the test problems presented in Table 8, the following results are obtained. 
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Table 9. The results of the small problems (* 1000) 

Worst Average Best Run 5 Run 4 Run 3 Run 2 Run 1 Problem No. 

48753 31225.2 22927 31691 29655 48753 23100 22927 1 

51191 32387.61 23386 32959 30841 51191 23562 23386 2 

53238 33499.56 24033 33288 32383 53238 24033 24555 3 

55900 34634.23 24995 33954 33031 55900 24995 25291 4 

57577 35539.94 25544 34973 33361 57577 26244 25544 5 

59305 36265.54 25800 36022 33695 59305 26507 25800 6 

62270 37588.48 27090 36382 34369 62270 27832 27090 7 

64761 38570.74 27903 36746 35056 64761 28389 27903 8 

65408 39574.64 29019 37113 36809 65408 29524 29019 9 

68679 41303.62 30179 38969 38281 68679 30410 30179 10 

 
Table 10. The results of the medium problems (* 1000) 

Worst Average Best Run 5 Run 4 Run 3 Run 2 Run 1 Problem No. 

55091 35060.89 25410 34860 33807 55091 25410 26137 1 

58869 36960.28 26648 36584 35497 58869 26648 27203 2 

61224 37746.75 26210 37652 36883 61224 26210 26765 3 

62512 38615.18 27247 38123 36337 62512 27247 28857 4 

61525 40372.01 29376 41084 39889 61525 29376 29986 5 

62185 41071.30 29670 42648 40763 62185 29670 30091 6 

66921 41531.41 29765 40452 40106 66921 29765 30414 7 

65885 42699.14 30062 42437 42884 65885 30062 32227 8 

69084 44046.85 32145 43332 42142 69084 32145 33531 9 

73180 47271.21 32840 48027 47118 73180 32840 35192 10 

 
Table 11. The results of the large problems (* 1000) 

Worst Average Best Run 5 Run 4 Run 3 Run 2 Run 1 Problem No. 

62253 39051.30 28228 39043 36511 62253 29222 28228 1 

66522 41209.41 30112 40608 38337 66522 30112 30467 2 

67346 42031.89 29618 42547 40940 67346 29618 29709 3 

69389 43021.78 29699 43079 40335 69389 29699 32608 4 

68908 45058.98 32314 46014 45074 68908 32314 32984 5 

69026 45694.94 32799 47765 45654 69026 33231 32799 6 

72943 45850.96 33634 44497 44117 72943 33634 34063 7 

75767 47864.79 33069 46257 48459 75767 33069 35772 8 

75302 48465.50 34716 46799 47621 75302 34716 37890 9 

83425 53222.14 36452 54750 52772 83425 36452 38711 10 

   As can be seen, the best, average and worst values for different implementations are fairly close, 

implying a satisfactory performance because of small deviations. Figures 4, 5 and 6 show the difference 

between the average, worst and best solution values in different runs. 
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Fig 4. Comparison between the averages, worst and best solution values for small problems 

 

 

 
Fig 5. Comparison between the averages, worst and best solution values for medium problems 

 

 

 
Fig 6. Comparison between the averages, worst and best solution values for large problems 

 

7- Conclusion  
   In this study, a bi-level programming formulation for a pricing-inventory-routing problem in a bi-
level closed-loop supply chain was proposed. The provided model included two sub-models; the leader 

model and the follower model. The main focus of the leader model was on minimizing GHG emissions 

while the follower model had a profit maximization objective. The main idea behind solving the 
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problem was to solve the lower-level model and replacing the obtained variable values in the higher-
level model. Compared to single-level programming models, the bi-level programming formulation had 

two advantages. Firstly, the bi-level programming was able to analyze two different and incompatible 

objective functions at the same time. Secondly, multi-criteria decision making method of bi-level 

programming could better reflect the real problem. To solve the developed formulation a bi-level 
heuristic algorithm was devised. It was considered for the first time that in a closed-loop supply chain 

the leader was able to affect the decisions made by chain owners using allocation of financial incentives. 

Since the follower model was NP-hard, a GA was embodied into the proposed heuristic approach. Using 
some data sets taken from the literature in three categories of small, medium and large sizes the 

performance of the GA and the proposed heuristic method were evaluated. The obtained results showed 

that both algorithms are capable of producing high-quality solutions in satisfactory CPU times . 
   Considering uncertainties in the problem and developing exact solution methodologies capable of 

solving larger problem instances to optimality can be regarded as future research opportunities. 
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