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Abstract

This paper considers advertising, collection andcing decisions
simultaneously for a closed-loop supply chain (CLS@ith one
manufacturer (he) and two retailers (she). A mlidigtively separable new
demand function is proposed which influenced bgipg and advertising.
In this paper, three well-known scenarios in thegaheory including the
Nash, Stackelberg and Cooperative games are exgblmtstudy the effects
of pricing, advertising and collection decisionstbe CLSC. Using these
scenarios, we identify optimal decisions in eacbector the manufacture
and retailers. Extending the Manufacturer-Stackelbscenario, we
introduce the manufacturer’s risk-averse behavia leader—follower type
move under asymmetric information, focusing spealfy on how the risk-
averse behavior of the manufacturer influencesfathe optimal decisions
and construct manufacturer-Stackelberg games ichmpach retailer has
more information regarding the market size than enufacturer and
another retailer. Under the mean—variance decfsaanework, we develop
a closed-loop supply chain model and obtain thangst equilibrium
results. In the situation of the stackelberg ganeefind that whether utility
of the manufacturer is better off or worse off dege on the
manufacturer’s return rate and the degree of risfersson under
asymmetric and symmetric information structuresmitical experiments
compare the outcomes of decisions and profits amiwegmentioned
games in order to study the application of the rf®de

Keywords: Closed-loop supply chain (CLSC), game theory, dikiag,
pricing, asymmetric information, risk-averse belbavi

1- INTRODUCTION

The field of closed-loop supply chain is recgmédceiving growing attention in the literature
and in practice. In the definition of CLSC it isgsible to find a number of issues like pricing,
advertising and competitiveness behavior, remanufi;g and quality, as well as concepts
such as responsiveness, lean, agile, and the emamtal consciousness (green
approach).Studies regarding its effects on closeg-lsupply chain management still remain
sparse to our knowledge. This paper considers aOCh&ugh pricing, remanufacturing and
advertising strategies; in addition due to the lanynof green products with environment,
manufacture provides two types of products nangggen and non-green in order to response
different customer needs.
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Thus, the supply chain may charge various pficedifferent products by retailers; also each
product may have its advertising expenditure. Ty@@priate pricing helps the firms to gain an
income.

The advertising can persuade customers to chiogeed among many brands. Sometimes the
manufacturer agrees to pay part of the retail@tsll advertising costs in order to make more
promotional initiatives aimed at increasing immeeliaales. This type of advertising is called
cooperative (co-op) advertising. A common approadopted for investigating the role of
advertising, pricing and remanufacturing modelthim supply chain is the game theory.

In this paper, the manufacturer takes on thearesibility for collecting used products, i.e., he
directly collects used products from the market bametimes he cannot remanufactured
successfully all that collected products. So Urtter assumption, the manufacture may exhibit
risk-averse behavior. On the other hand, althodmgh manufacturer can obtain information
regarding market size after along period of timehair whole sale market, the retailers have
particular advantages in collecting the market daampared with manufacturers, such as
interacting with customers directly and long-terxxperience in predicting market demands.

Thus, retailers can more accurately analyzeflttetuations and changes in market demand
than manufacturers (Li, Gilbert, and Lai, 2013).efidfore, asymmetric information between
members in the closed-loop supply chains appeatrs.

In fact, in many situations, some informationoidy privet to one party of a closed-loop
supply chain and the other party makes decisions liwhited available information on the
remanufacturing cost, the quantity, the market,diae collecting scale, and so on, of used
products, and is unwilling to release the sensitivtormation to other members; thus
information asymmetry commonly occurs.

Although remanufacturing has been extensivelgstigated in the literature, an important
marketing tool that should be taken into accoust, advertising, has not been yet extensively
studied in the CLSC models. Cooperative advertisiag been widely considered since the
1970s in the forward supply chains. Among thesdisti) Berger, (1973) is the first paper to
address a primary cooperative advertising moddendards, (Chintagunta and Jain, 1992; Yue
et al., 2006; Yan, 2010; Zhang and Liu, 2013) armhynothers extend Berger’s work to
different aspects.

Many researchers have also found that cooperatdvertising can effectively coordinate
forward supply chain (see, for example (Wang €2@11; Yue, 2006)). In contrast, Hong et al.,
(2015) expressed that cooperative advertising dacmardinate the CLSC, but the CLSC can
be coordinated by using a two-part tariff contrathey stated the terms of advertising
expenditures through a linear integration.

There are studies on supply chains that assweets risk-averse behavior. Tsay, (2002)
pointed out that various players should be allow®dave different attitudes towards risk
sensitivity and found an informational motive téeat the use of return policies by a risk averse
manufacturer and a risk-averse retailer in a suppBin. Recent empirical findings provide
further support for the importance of incorporatirglk preferences in business practices.
Motivated by these results, research on risk-aversdels with different objective functions to
reflect risk preferences has become an importaearst, which greatly influence the decisions
and revenues in supply chains. Expected utilityamreariance, and VaR/CVaR are the three
main research streams of modeling risk aversemess/éntory problems. The framework of
mean-variance introduced by Markowitz, (1959) is address the trade-off between the
expected return (mean) and the variation of refuamiance).Choi, Li, and Yan, (2008) pointed
out the CVaR criterion has been widely applied bottheoretical study and in practice due to
its advantages.

To the best of our knowledge, the majority of tlesearch results on forward supply chain
management under the asymmetric information enment have been established. For
instance, Lau (2005) assumed a model of a manuéacind retailer in a supply chain as a non
cooperative game with symmetric and asymmetricrin&gion in which the market demand is
unknown to both manufacturer and retailer facedi@esensitive demand. However, there are
only a few studies that examine the asymmetricrimfdion structure in a closed-loop supply

54



chain. According to the review, non-linear advémtisexpenditures are not yet considered in
the CLSC models. In this paper, a form of nomedinadvertising expenditures is particularly
inspired by Wang et al., (2011), in which two-tedvertising is studied with a monopolistic
manufacturer and two competing retailers in a supphin. In addition, they all assumed that
the channel members’ risk preference is risk neéutrad none considered the impact of the
members’ risk preference on the optimal decisianssupply chains. Because of demand
uncertainty, risk sensitivity plays an importantieran the decisions of the supply chain
members (Tsay, 2002). Differing from those of psardies, the key points of this research is to
consider pricing, advertising and collecting demsi at the same time, whitin a manufacturing
and remanufacturing closed-loop supply chain witk dsk-neutral manufacturer and two risk-
neutral retailers. In this situation, we consitlgo game models called Nash and cooperative
games. After that, we consider stackleberg gamtsamisk-averse manufacturer and two risk-
neutral retailers under symmetric and asymmetfarmation environments.

The main contributions of this paper can beetisas follows: First, a multiplicatively
separable new demand function is adopted by takiiwgng, advertising and remanufacturing
decisions into account. Second, the stackelbergegaodel is formulated and analyzed under
symmetric and asymmetric information environmenfgird, the information asymmetric
structure is formulated such that each retaildreiser informed about her market size and they
have no reason to reveal this information to eatieroas well as the manufacture. Fourth,
under the mean—variance decision framework, theatspof retailer’'s risk-averse behavior in
the model of Stackelberg are explored. In additisre, study how the retailer's optimal
decisions influence the manufacturers expectedyuéihd the retailer’'s expected profit. Fifth,
the optimal decisions cannot be expressed in clmed for the manufacturer and retailers
under each kind of information structure, so wepps® numerical approachhe total aim of
the present study is to investigate the optimaisiees of channel members inGLSC
consist of one manufacturer and two retailers with cooperative and two non-cooperative
games, including the Stackelberg and the Nash gaBwewe can be one step closer to the
better management and optimization of the chanrted. rest of the paper is organized as
follows. In the Section2, we briefly describe thasic problem and design the assumptions.
Section 3 introduces algorithm to gain Nash, Maotuigr-Stackelberg and cooperative
equilibriums. Section 4 describes numerical exam@®ction 5 summarizes our main findings
and concludes the paper by providing some direstionfuture research.

2- Problem Description

In this paper, two substitutable products amstered: the environmental (or green) and the
traditional products, named product 1 and 2; respdyg. Assume each product has two
attributes, price (denoted g@sand green degree (denoted,a%,; respectively) influencing
consumer demand. Both price and green degree ajréen product are greater than those of
the traditionaproduct (i.ep, > p,,6, > 6,).

In our two-echelon closed-loop supply chain ¢hisra bilateral monopoly between a single
manufacturer and two retailers where the retatgarsy out retail, and The manufacturer takes
charge of both new manufacturing and remanufagiuais well as collection of each kind of
product which are different in quality and sold time different market, in other words,
manufacturer supplies green product to retailearid also supplies non-green product at a
lower price to retailer 2, satisfying their demaRdjure 1 depicts the particular structure.

Manufacture

s, TN WS, Wi, g

Retailorl Retailor2
' pl.p2.,al,a2

Customer

Figurel.Closed loop supply chain model
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2-1- Model notations and assumptions
Thefollowing notations throughout the paper are shawtable 1:

Tablel. Parameters and Decision variables

c The unit cost of manufacturing each kind of produetather green or
not)

cr The unit cost of remanufacturing a returned prodotti a new one
(weather green or not)

d The retailer’s unit cost incurred

0, Green degree of the non-green product

0 Green degree of the green product

91 The demand for the green product in the market

92 The demand for the non-green product in the market

S; Expected advertisings’ function of retailér= 1, 2)

v The additional amount that consumers are willingay for each unit
increased in the green degree of their desiredystod

é Manufacturer’s effectiveness of national advergsin

y Retailer-j's effectiveness of local advertising

14 Retailerd ’s effectiveness of local advertising

n Advertising sensitivity

4 The maximal potential demand of retailer 1, 2)

T} Retailer’s Profit function

T Manufacturer’s profit function
g Supply chain’s profit function
m, r  Denotes the manufacturer and the retailer; respeygti

wg (Manufacturer Decision variable)The unit wholespiece of a green
product

wy, (Manufacturer Decision variable)The unit wholesplce of a non-
green product

T (Manufacturer Decision variable)The collection rate green product
Tn (Manufacturer Decision variable)The collection ratea non-green

product

D1 (Retailer 1 Decision variable)Retailer’s selling price of theegn
product

D2 (Retailer2 Decision variable)Retailer’s selling price of thenagreen
product

a; (Retailer i Decision variable)The local advertising expendiure
invested by retaileir(i = 1, 2)

q (Manufacturer Decision variable)The national adgery investment

of the manufacturer

Superscript *’ denotes optimal value.

Following assumptions are considered for thpgsed model of this paper:
Assumptionli, < ¢ producing a new product by using a used productamh kind is less
costly than manufacturing a new one, thus we deumgitecost saving from reuse by
AieA =c —c,.
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Assumption 2 The closed-loop supply chain decision plays asketherg game in a single-
period setting, and the manufacturer is the leaSienilar assumptions have been widely used
in supply chain literatures (Savaskan, Bhattachagmed VanWassenhove, 2004; Tayur,
Ganeshan, and Magazine 2012).

Assumption 3: There is no differentiation between new product manufacturing product.
Assumption 4: Similar to (Zhang and Liu, 2013), we assume thetype of the green degree
(those are,, 6,and, > 6,,). Further, the green degree of the product it wamisuty is random
variablee, which assumed~U[g,,6,] for the green product with higher cost, taking the
consumers’ preference for product green degreecmsideration, the unit acceptance level of
the consumers for purchasing the product can betelérby

A=p,+v(e—6)—p (1)
Obviously, only when consumers’ acceptance levasfgess A>0, shall they purchase green
product. Or else they purchase non-green. Thatsay, when

e >"-P2 46, , the market demand for green products is

d
pivz g Op — Of v(65 — 6)) (2)

v

_ feh 1 v —6) — (p1 — p2)
g1 = =

And also whemr < -2+ ¢,; the market demand for green products is

6n 1 P1;P2+91 1
g2 = f de + f de
? <91 On — 6, o, On — 6,

_ v(6n —60,) — (p2 —p1)
v(6, —6))

®3)

Therefore, different to our references and atiogrto our problem description, we assume
two terminal consumer groups in the market whoseesmarket capacity and the demand
functions related to our mentioned attributes fmdpicts 1 and 2, denoted byandy,.
Assumptions:the recycling process incurs a total collectiont,cadhich is characterized as a
function of the collection rate and is given byc(z) = kt?), whereis a scaling parameter(
Savaskan, Bhattacharya, and Van Wassenhove, 2004).

Assumptioné: In order to show the impact of advertising investiis on the product sales, we
consider advertising functios; of retailerias another part of demand function which the
manufacturer’s national investment and the retdlilelocal advertising both have positive
effects on the product sales of retaileHowever, due to the competitive relationship hestw
two retailers, retailej’'s local advertising effort will have a negative gatt on the demand
retailerifaces (i.e. sales volumej). This kind of advertisement is referred to a pgpesented
by(Wanget al., 2011)Therefore, we assume the expected advertisingsidars;of retaileri to

be determined by

S(ai,aj,q) =A; —na; ya]yq_s,i =12 j=3-1 (4)

Where4;,n,y,y andé are positive constants. Similar to their madleis the maximal potential
demand faced by retailérand y(y) denotes the measure of sensitivity of retdikersales
related to changes of retailies- (retaileri’'s) local advertising expendituresd.denotes the
measure of sensitivity of manufacturer's salesteeldo changes of manufacturer's national
advertising expenditure. They also assumedythat> 1andy < y.The former is required to
assure the existence of the equilibrium solutidme Tatter means that the demand each retailer
faces is more sensitive to his own local advergigfforts than to his rival's. Otherwise, no one
would be interested in spending money on the ladgértising.
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2-2-The retailers’ model formulation

This paper uses a multiplicative non-linear famfrdemand function including both functions
related to retail pricegyy(), and a function related to expected advertiskmgeaditures ;). So
demand’s Equation is as follows (Wang 2011; Zhargylau 2013).

Di(pipj aiaj,q) = Si(a, a5, q). 9i(pup;) i=12,j=3—i (5)

The demand of each product at retailés-a joint non-linear function of the retail pricasd
advertising expenditures in real world. Each retal main objective is to maximize his net
profit by optimizing his decision variables incladi retail price, and advertising expenditure.
These set of decision variables are known strategyhus, the retaileis net profit can be
calculated as the total sales revenue of its prodoious the purchasing cost from the
manufacturer, advertising cost for each produstmgias follows.

V(0 — 0) — (P2 — 1) Y
Ty, = (p2 —wy —d) X < L U(éh — 93 =) x (Az —-na’ay;”vq 6) —az (6)
(0n—01)—(p1—Dp2) - -
Ty, = (py —ws —d) X (v hv(elh_;z)l = ) o (Al —na;Yay”q 5) - (7)

In order to avoid negativity of demand functiort® following conditions should be met:

Di(ai,aj,pi,pj,q) > 0> A —na;Ya;q™° > 0,(p; — pj) < v(On — 6)); (8)
d d pi—pj  ctd
B B pi—pj ¢t __ct v(On=0) _ v(0n-6)
i —pj) < v(On = 6) = v(@,—0,) v(,—06,) <1 v(0, —6)) ” 1- (9C+d9) 9)
vlp—b1

<1—>p{—p}<1,i=1,2,j=3—i
In order to avoid negativity of profit function,aHollowing conditions should be met:

Ty, >0-p >ws+d;

(10)
Ty, >0 - py, >wy, +d; (1D
Ty >0->ws>c+At; wy>c+AT,; (12)

Following Xie and Neyret (2009), an appropriate ra® of variables will be employed to
handle the problem in an equivalent but more coieveérway shown in Table 2. According to
Table 2, we will express the manufacturers andéteaalers’ profits as follows:

”m’(Ws,rWn’rrs,rTnl'q) = ,
A _ _
=Wy +T)A—p +p N ——— ' T a" ¢ ) + (' +
Y+6-y+1
Ay ! 5 k'
-0 )———-a 2,7 ) - ¢ - —— (" + 1,9
nY+5—y+1 77’Y+Ty+1
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A

- -5
”rll(P1':a1') =(p - Ws’)(l -pi' + Pzﬂ) ——a, yazlyq' —a,’
nY+5—y+1
Ay’ - -5
”rz’(le'azl) =@ —wi YA —-p +p )| —F——a)' ya1'yq, —a;’
ny+6—y+1

Henceforth, the superscripg) ill be eliminated for the sake of simplicity.

Table2. Change of variables

1 1 1

! [ — —_— —_— d 4 = — —_— —_— d ! =
wp' = ———=(wy — O’ = ———— (A" = ———=(4)

" V(th 1) ] V(6 —01) ) V(6 —61)

I A — a'n'y+é-y+1 — Iy +6—y+1
TS V(gh _ 9[) qu q 77 Y Y a’l a’l 77 Y Y ,

1 — 1

a, = ay'n 7o k = —(V(ehAz O s = e

3- The game structures of the channel members

In this section, four game-theoretic models basea cooperative, Nash with one risk-neutral
manufacturer and two risk- neutral retailers an&tackelberg-Manufacturer with one risk-
averse manufacturer and two risk-neutral retailager symmetriand asymmetrimmformation
is discussed. Because of models difficulty paraimstlution could not obtain, so we introduce
algorithms to each game structure.

3-1- Nash equilibrium

Consider a situation in which the retailers alsotom-level compete simultaneously with
each other as well as with manufacturer. In otherds, in our game framework we face with
horizontal and vertical competition in bottom-levdRetailers simultaneously and non-
cooperatively compete with manufacturer and haeesdme decision power. We employ Nash
equilibrium concept to analyze the whole model (fidlyers, i.e. manufacturer and retailers).
In game theory, Nash equilibrium is one of the niastous non-cooperative solution concepts
(Basar and Olsder, 1999). To achieve Nash equilibpoint, each player determine his own
decisions according to the other player's decisiassgiven input parameters and adapt his
decision corresponding to the changing of the otblayer's strategies to maximize his
objective function. This process proceeds until @hgyers does not desire to change his
strategy unilaterally, because any one-sided chgnggad to loss to him and then Nash
equilibrium point is obtained. This kind of compieth mode is to see in the real world, for
example, Standalone supply chains, where eacly endikes its decisions so as to maximize its

own profits according to its own objectivelefinitely, the manufacturer’s decision problem is:
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T (W, Wi, T, Ty, @) =

A
=W +T) (1 = py +P)(—1—— a7 7q %) + (w, + T)(A +py —1

77Y+6_y+1
k
- az_yalyq_a) —-q- — (T2 + 1,%) (13)
pT+e-r+1
St
qQwe,w, =20, 0<1,1,<1
and the retailers’s decision problem is:
( )= (p, —wy)(1 —p;, + )L_ Ya.Yq=% | -
Ty, \P1, A1 p1— Ws b1 T P2 T a; "az’q a
T’Y+8—y+1 (14)
( )= (py —w)(1 —p, + )L_ “Ya.Yg=% | —
Ty, \P2, a2 P2 —Wp P2 ™1 1 a "a;°q az
nY+5—y+1 (15)

We solve manufacturer and retailers’ decisiavbf@ms separately in order to determine the
Nash equilibrium. But unfortunately, we cannot solthis model parametrically, so we
introduced a repetitive algorithm. In additjar,is increasing in line witl,, w,, which means
the optimal value fov,andw,isp,,p,;respectively. Howeves, > w,ant, > w,; w,, w,cannot
be equal tp,, p,; respectively, or in other words there would bepnafit for both sides. We use
a similar approach as previously suggested in KokMeyret (2009) to handle the problem; we
assume that the retailer will not sell the prodtishe does not obtain a minimum unit margin.
We take manufacturer’'s unit margin related to eldold of product (green or non-green) as
such minimum level and replace the wholesale marestraint with:

P1
MT1>uum_)p1_WS>WS_)WSS7 (16)
p2 17
ﬂrz>ﬂm_)p2_wn>wn_)wns7 (47

Whereyr1 =P, —Ws U, =D, — wyand u,,is equal tay, for green product andequahig for
other kind of product and are retailer's and maciwfiger's unit margins, respectively. Thus, the
optimal values of, , w,are* ,7; respectively.

The first-order conditions for the manufacturer #melretailers are as following:

am,y, _ -5 1 D1
—— =1 —p1+p2) (_al YaYq™° + A177Y+5_y+1) >0->w =—
ows 2
(18)
am . _r ., b2
ﬁ = <(1 + D01 —Pp2) (—alyaz Yq~o + Az’l”‘s_”l)) >0->w," = > (19)
Om Ya, Vg8 = T
T, (1+p1 —p2) (—a1 a~Yq " + An™ _y“> — 2knrriyitt, =0 (20)

60



O (1 + )( YaYg 8+ A ﬁ) Zkﬁ 0
= — —a a B - B Ts =

a1, P1 T D2 1 az’q 17 n s (21)

aﬂ'r S -—1 [

ap *=1-p+p2) <_a1_ya2yq_ + A 1_“6”) — (p1 —ws) <_a1—ya2yq— T4 (22
1

an

o = 1 a7 g7 (= py 4 p)a T (py — wi)y = 0 (23)
1

om, 1 1
——==0+p, —pz) <_a1ya2_yq_6 +Azn 1_“5”) = (p2 —wn) <_a1ya2_yq_5 + Apn v (24)

ony, v —y-1 -8 —
Fa. = "1t ad @ T (A4 p = p)q (P —wa)y =0 (25)
az

Therefore, by equating the first-order partial dative of the player’s profits to zero, regarding
to the relevant decision variables, and also byiisglall the derived equations simultaneously,
one can get the following results from the Nashilgjium.

«_ D «_ P
Wp = 72Ws = ?1 (26)
q= (al—vaz—vg(a1y+v(1 + 01— P2)(Wn + ) — @YV (=1 +p; — p)(ws + Ts)))m (27)

__r
a; ™V (=1+p; —p)q~° <a1yA1q8 —a’n 1"’””) (28)
s =7 2k
1

_ @ V(L +p1 —p2)q % (a;YA20° — a i) (29)
tn = 2k

—ldep,+
1= 2 D2 WS) (30)

5 .
a; = (a1 (1 +p1 = p2)q~° (P2 — w)y)*+Y (31)
1

ay = (=a¥ (=1 + Py = P2)q " (1 = WY)™ (32)

“laep+
P2 = 2 p1 Wn) (33)

The equations (26-33) was failed to analyticaltyve. For calculating the Nash equilibrium
of two-echelon closed-loop supply chain numerigalye present the following solution
algorithm based on Gauss-Seidel decomposition pregey (Facchinei and Kanzow, 2007),
where Xis denoted as the strategy set of the supply ch@mber. Thust,, andX, are the
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strategy profile sets of the manufacturer and lextastrategies; respectivelfx measure for the
completion of algorithm is introduced, [if; — X?|is lower thare, algorithm is accomplished
and available solution is close enough to equatsmhstion. We give the following repetitive
algorithm for solving the Nash game model:

Step 0: Give the initial strategy profile for the manufaetr and retailers

X0 = (p,°,a,°p,° a,°) in the strategy profile sétsuch that

0 .. . . .
X% =% a; ), X% = (p,° a,°) are the initial strategy profile for retailerl canetailer2;
respectively.

Step 1:For the manufacturer find the optimal strategyfifgset
X = (Ws*, Wy, 7,7, 75", ¢ )based oY, Xp,.

Step 2:For the retailerl based ok%, X;;,) the optimal reaction {;:,), in the strategy profile
setX.

Step 3:For the retailer2 based ok, X,,) the optimal reaction i€;,-), in the strategy profile
setX.

Step 4:For the whole supply chain, find out; respectivéfly
| X5 — XY| <& X7 — X%| < & |Xy — X3 < e. Equilibrium is obtained. Output the optimal
results and stop. Els¢’ = X and go to step Oz (s very small positive number).

Proposition1.To proof the optimality of these solutions, we cédte the Hessian matrix

- 2 2 2 2 2. 1
0°m,, 0°m,, a°m,, 0°m,, 9°m,,

owgz  ow,ow, 0t 0w, 0dt,0wg dqowg
0%m,, 0%m,, 0%m, 0*m,, 0%m,

owgow,  ow,?> dtdw, OJtndw, dqown
0%m,, 0%m,, o*m,,  0*m, 0’m,

m

ow,dts  Ow,dty, 01,2 01,0t 0qdT,

2 2 2 2 2
0°m,, 0°m,, 0°m,, 0°m,y, 0°1m,,

ow,dt, Ow,dt, 01,01,  0T,> dqort,

2 2 2 2 2
0°m,, 0°m,, 0°m,, 0°m,, 0°1m,,

| dw,dq  Owp,dq dt.dq dT,0q 2q? |

Proof 1. The second order partial derivatives are as follows
0°my,  0’my,  0Pmy,  0Pmy  0Pmy,  O’my

ow2  ow, 0w, Ows0w, 010w, OwdTts IT,0w, -
0’my,,  0°my, 0’m,  O’my,  0’m,  0’m,  0’m,  0’my

owgdt, Odwn? 010w, Ow,dt, 01,0w, O0w,d1, O0T,0T, 01,01,
0’y 0%y,

= =alva2”(1 - —1-8¢
dqow, ~ aw.9q al™a2”(1—p; +p2)q

0’y %My 0Py 0PMy
dqdt, 0dt,0q 0dqow, O0w,dq

O*m _ - —2-5 - —2-5
- al¥a27V(1+ p; — p2)q (=1=8)d(wy + 1) +alVa2Y(1 —pl +p2)q (-1-6)d(ws +ty)

=al”a2(1+p; —p)q %6

0*m,, 0%m,
= =al”a277(1 —p)q 1706
dqor, ar.aq L (1+p1—p2)a

0*m,, 0°m, —2k

2 = 2 = 1
aTS aTn nY+8—y+1
0’y 0°Tp

dqdt, 0t.0q

=a; a1 —p + pz)q_1_85

62



Due to the complexness of the expression sttede, we are not able to prove analytically.
Instead of that, we computed one numerical studly veindomly generated sets of parameters
and then the Hessian matrix stated above is chdokahlat. If it is not satisfied, we will further
check the instance with the boundary conditionserofer to tackle this problem. According to
the assumption Hessian stated above is satisfigdonr instance, hence proof is completed. To
proof the optimality of the first retailer solutenwe have to calculate the below Hessian
matrix:

The second order partial derivatives are as follows

0*m, N S
21 = —2(—a1_yazyq_5 + Ay 1y+sY)
azpl
0°m
Fa7 = @ (=P +p)a By~ W (1= VY
0%n
dpraar = @ @Y A= p)a 0y — T e g by — Wy

1
The first principle minor offy _isHy . = —2 (—al‘yazyq‘5 + Aln_l—Y+5+Y)which is always
negative. The second principle minorHif  is as follows:

HE = a,"20%)q,Yq 2%y (- azy(l —2p1 + Py +We)Py + 2( 1+4p; —p2)(ps

—wo)(1+y)n - W”( arYA;1q® + ap¥ sy W”))
This is always positive. Therefore, we are ableptove the optimality of our solutions
analytically. The same result for another retaikem be easily derived, so we omit it here.

3-2- Cooperative game

In this subsection, we focus on a cooperativeagatructure in which the manufacturer and
the duopolistic retailers cooperate as integratehieel and agree to make decisions together
that maximize the joint total profit which is theins of the manufacturer’'s profit and the
retailers’ profit. Cooperative structures provebi® more beneficial. Thus, in the real world
many companies are fundamentally changing their whydoing business by exceeding
individual actions toward collective actions anegerative strategies. A very recent survey on
applications of cooperative game theory to supgigit management, the so called supply
chain collaboration, is Meca and Timmer (2008).Hwroretical issues and a framework for
more general supply chain networks we refer tobibek by Slikker and van den Nouweland
(2001).
Hence, the optimization problem under this modellma written as:

g = (1 +1)(A—p + Pz)( - a1_yazyq_8> + @ +t)(A +p — Pz)( —a;Va,”

nY+s-y+1

(Ts% + 1a?) (34)

nY+e-y+1

-ay —

nY+6—y+1

0<pLp2<1 0<7,<1 0<15<1], q>0

By solving the first order condition afwith respect top,, a,, p,, a,, 7, 75, ¢ ONE has:
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1 1

g_zs =1 -p+p2) (_al_yazyq_5 + A177_1_y+5+y) + (_alyaz_yq_5 + Azn_l-y””) (P2 +710) -

1

1
(‘al_yazyq_6 +Ain 1_“5”) (P +7)=0 (35)
% =
ap, 1 .
(1+p1—p2) <_a1ya2_yq_6 + Azn_l"'””) - <_a1ya2_yq_6 + Azn_l-m”) (2 + 1) + <_a1_yazyq_6
1

Aln_H*W) (p1+7)=0 (36)
o, _ _ _ g _
5o = 1@ TG+ =P Y (P T) + T @ (=P p)a Y (i T =0 (37)
on
5o = 1 +al?a27 (4 py = p)g 0y (pp + ) — a1l (1= py+ p2)g Py (Pl +7) = 0 (38)

2
o _ g _ -
% =—1+a7a; "1 +p1 —p)q 1062+ 1,) +al™Va’ (1 — py +p2)q 7 %68(p; +75) =0 (39)
oms _ Ya,~Yg—9% 1- iSH’ 1- iSH’ =
ar. = Ui —p) (—7a;77q™" + Apn 2o | = 2kn oveenrT, = 0 (40)
amg B —8 N —r
9. (1-p; +p2) (—a1 Ya,¥q™° + Am 1"“’6”) — 2kn 1-y+errg =0 (41)

S

Proposition2.To proof the optimality of the Cooperative solugpnwe have to calculate the
Hessian matrix.

[ 0% 0%mg 0%mg 0%mg 0%mg 0*mg  0%mg
dp;*?  0p,0py 0a,0p; 0a,0p; 0t0p; 07,0p; 0qdp,
0%mg 0%mg 0%mg 0%mg 0%mg 0%ng  0%ms

Op10p,  Op;?  0aydp, 0aydp, 0tdp, 0T,0p, 0q0p;
0%mg 0%mg 0%mg 0%mg 0%mg 0%*ng  0%mg

op,0a, 0p,0a, da;?> 0da,da; 0d1,0a, 01,0a, dqia,

o - 0%mg 0%mg 0%mg 0%mg 0%mg 0%ng  0%ms
€= op,0a, 0p,0a, da,0a, da,®> 0dt,0a, 0dt,0a, 0qda,
0%mg 0%mg 0%mg 0%mg 0%mg 0%*ng  0%mg
op,0ts, 0p,0ty 0da,0t; 0da,dty dts? 01,0ty 0qOT,

0%mg 0%mg 0%mg 0%mg 0%mg 0%ng  0%ms

op,0tn 0dp,dt, da,0t, da,dt, 0Jt0T, 01,% 0901,
0%mg 0%mg d%mg 0%mg 0%mg 0%*ng  0%mg

| dp,0q Op,dq Jda0q Jda,0q Jt,0q 0t1,0q 0q® |

Proof 2. The first, second, third, fourth and fifth prinapiminors ofH, are as follows;
respectively:

H HA HE HE H S
Due to the complexness of the above expressionayeveot able to prove the optimality of our
solutions analytically. Instead of that, we compludenumerical study with randomly generated
sets of parameters and then Hessian matrix is eldeck that. If Hessian matrix is not negative
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define for our instance, we should check the bogndades. Since, Hessian matrix is negative
define, so the objective function is concave fariogtance.

Proposition 3. In this decision case, the whole system's optitealsion variables satisfy the
following equations:
oms 07y darg dmg dmg dmg dmg

—=0,—=0,—=0,—=0—=0,—=0,—=0 42
op, ' day dp, da, aq "0t "1, (42)

Proof 3.0btaining a closed-form analytical solution for ajans (42) is less possible. Similar
to (Esmaeili and Zeephongsekul, 2010), to solveaggos (42), the Simpson Quadrature
method could be initially used to find the valuetloé decision variables. Then, the problem
changes to an equations system for our exampleshwhill provide the Cooperative solutions

for the whole system.

3-3- Stackelberg manufacture games

In this subsection, similar to previous literatSavaskan et al., 2004; Hong et al., 2015), a
channel members’ decision process is modeled a®-@thge non cooperative game; with the
manufacturer as the leader and the duopolistidleetaas the followers (the manufacturer has
the greater power than the retailers). In the ftse, the manufacturer decides its national
advertising expenditure, wholesale price and itéecting rate. In the second stage, the two
competitive retailers decide, simultaneously andlependently, their local advertising
expenditures and their retail price. This gameoisesi by backward induction method and its
solution is called Stackelberg equilibrium.

This kind of competition mode is not unusuasé® in the real world, for example, Nike, as a
core corporation of its supply chain, is usuallynsidered to be the Stackelberg leader, while
the other supply chain members (e.g., its supplretailers and third party logistics providers)
are followers (Lee and Ren, 2011).

This situation is considered so that the martufacas a leader has risk-averse behavior
regarding to his return ratds,, t,). Thus, these variables are different from before ared
random variables instead of decision variable&ddition, we assume that the potential market
size @,)for i=1,2 is a random variable. Here, based on theteestiKarray, 2015; Lai, Xiao
and Yang, 2012; Feng, Lai, and Lu, 2DpT&ese papers further suppose that the demand
distributions are taken as the truncated normal tribigions; that is, for
all4;eR*, A;~N(u;,0%),i = 1,2andu;-u,.

Before each retailer sends her order to the faaturer, the retailers will first predict the
market demand more exactly; however, the manufectonly has the prior knowledge
regarding the market size. The manufacturer andetadlers know the prior distribution of the
demand, but only the retailers can predict the tnaeket size. The manufacturers will judge the
market size. Besides, all parameters in the moadelscommon knowledge for two parties.
Here, the mean—variance method is introduced tsuneahe retailer’s risk concerns
According to the literaturéChoi, Li, and Yan, 2008; Lau and La, 1999; Xu, @haand Liu,
2014), the expected utility of the manufacturer is denoteyt (Uy (zs, tn, q, ws, wy)) =
E(mtp (s, Tn, @, W, wy)) — A Var (m, (T, Tr, 4, Ws, wy) ). Whereldenotes the risk-averse degree of
the manufacture,> 0, andlis common knowledgeE (r,,,) and Var(m,,) denote the mean and
the variance of the manufacture’s profit. We suppbsat the return rates, 7,,) areindependent
so that the mean and variance of them can be dkbgtas?; respectively. The timeline of the
model is defined as follows. First, the manufaat@a® a risk-averse leader sets his wholesale
prices and national advertising expenditures. Sgcafter predicting the market size, each
retailerd as a follower decidesimultaneously and independentigr retail pricep; and local
advertisinga;to maximize her own profit.

3-3-1- Manufacturer-Stackelberg game with symmetrianformation (MSSI)
Consider a CLSC in which the risk-averse martufac and the risk-neutral retailers have
symmetric information; that is, they all know thhed market sizeWe first need to solve the

65



retailers’ optimal problems when the wholesale ggi@and national advertising investment
declared by the manufacturer are given. The bestlees' responses should be initially
determined from equations (14, 15).Thilie best retailers’ responses are as follows:

1
P1 =§(1+P2 +ws ) (43)
1
a, = g—az Y(=1+4p; —p2)q %P1 — ws)y)™ (44)
P2 =§(1+P1 +wy) (45)

a; = (@Y +p1 = p2)a (2 — wn DY) (46)

After substituting equations (43-46),p;,i = 1,2 into U,,we can formulate the manufacturer
decision problem as following:

A
max U (We, Wy, @) = Wy + D1 —py +p2) | —1—— a1 7a,7q7% | + (wy, +9)
nY+6—y+1
A, o 2k _ 47
(1 4+ p1 = p2)(————a, Ya, ¥q7) — q = ——5— (T) — Aoy (D + DY) — A= (47)
nY+o-y+1 nY+o-y+1 T]-'
1
P = > 3+ 2w, + wy) (48)
1 3—-w,+ws 2 _ 1
= (Sy(—— " S+ (3 — 2g=8y1+y-y 49
a, (9 V(B +w, — Ws) ( +wy Ws) q ) ( )
1
Py = 3 3+ 2w, +wy) (50)
1 3+w,—wg 2 _ 1
= (—y(———)1+v+y(3 — 2 ,=8\1+y—y
a =Gy o ws) B —wy +ws)*q™°) (51)
0 < ws,wy,

q=0, 0<Tt,1,<1(52)

Proposition 4To proof the optimality of the manufacture’s sabut$, we have to calculate the
Hessian matrix

[ 02U, 0%U,,  0%U,, T
w2 dwpdw,  0qowg
e | OUm Um0
Sm T oweow, Ow,?  dqown
02U, 9%U,  9%U,
| ow,dq  Ow,0q 2q% |

Proof 4. The first, second, third and fourth principle nigofHs,, are as follows; respectively:

1 2 3
HSm ’ HSm ’ HSm



Due to the complexness of the above expressionayevaot able to prove the optimality of our
solutions analytically. Instead of that, we compludenumerical study with randomly generated
sets of parameters and then Hessian matrix is eldefck that. If Hessian matrix is not negative
define for the instance, we should check the boyndades. Since, Hessian matrix is negative
define for our instance, so the objective funci®ooncave for this instance.

Proposition 5In the MSSI decision case, the manufacturer's aitiwholesale prices and
advertising expenditures (denotewag,, q) satisfies the following equations:
oUp, 0 aUu,, U,

= — 5
owg " owy, 0 dq 0 (53)

Proof 5.0btaining a closed-form analytical solution for atjons (47) is less possible. Similar
to (Esmaeili and Zeephongsekul, 2010), to solveatgus (47), the Simpson Quadrature
method could be initially used to find the valuetlog decision variables. Then, the problem
changes to an equations system for our examplehwhill provide the Stackelberg solutions
for the manufacturer so is for the retailers thifoequations (48-52)

3-3-2- Manufacturer-Stackelberg game undeasymmetric information (MSAI)

In this case, both the retailers will have their norivate information, namely, the
information of market sizd; is only known to the retailér-Strategic games with asymmetric
information can be formalized along the line oihslard games with complete information, and
are based on the pioneering work described in @#grs 1968). We have a set of playsys
and, for each player; we also specify the set tibas and corresponding pay off available to
that player. Similar to (Esmaeili and ZeephongseR0IL0), two features are introduced into
games with asymmetric information, namely, the tgpace containing private information
pertaining to a player and a probability distribatiexpressing the uncertainty over a player's
type by other players. In the following descriptiome explain the components of the two-
person game with asymmetric information, which W&l used to model our closed-loop supply
chain models in the next section.

(1) S, = {M, R;}wherethemanufacturerisrepresentesiby

(2) The set of actions available to the players ae& thecision variables. For playerthe set of
actions is Sy = {(ts, Tn, @, Ws, Wp): (T, Tn, ¢, ws, Wy )e RT°}and for player;, the set of actions
iSSg, = {(pi, a;) : (P, a;)e R* x R*}wheré = 1,2, R*¢€[0, +0).

(3) Each player's type is identified by the parametieas are only known to them. Therefore,
from the above problem descriptign={(4;) : (4;) eR*}. A typical element ofQ,will be
denoted ;.

(4) We assume that players types are independentefbineg;'s uncertainty can be expressed
through the probability density function (pdf)(s;). We denote the expected value with respect
t0 fr, (&) DY Eg, ().

(5)The payoff functions U;(0),j € {M,R;}wherei = 1,2for player; is Ug (p;a;e) =

., (pi, a;, )and for playeM thepayoff function is

E(UM (T5, Ty @ W, wn)) = E(nm (5, T @, W, wn)) - A Var(nm(rs, T @ W, wn)).

In anticipation of the manufacturer’s reactiong, ife1,2, each retaileir-chooses her own best
response according to the following objectives:

E., (7Tr1 (P1; ai,p2(&2), a; (52))) = ﬂgz Ty, (P1; as,p2(€2), a; (52))fR2 (&2)
) (54)

E., (7Tr2 (D2, a2, p1(81), a1 (&1))) = ffglﬂrz (Pz; az p1(&1), a4 (%))le (&1) (55)

Using the first order conditions on (6,7) by diffatiating with respect t@ and; fori=1,2,we
can obtain each retailer's optimal strategiesgifegn (w,,w,,q), as follows:

1
p1 (&) = 5 1+p; +ws) (56)
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1

a; (&1) = (—az¥Y(=1+p1 —p2)a %P1 — ws )\;)m
a, (&) = (a1 YA +p —p2)q %, —wy )Y)m (58)

(57)

1
P2 (52)=§(1+P1 +wy) (59)

After substituting equations (56-58)p;,i = 1,2 intou,,, we can formulate the manufacturer
decision problem as following:

max E(sl,sz)( Un (st Wn, 4, P1(€1), a1 (1), p2(&2), a, (52))) =
Ee, e (”m (Wsr Wn, @, 1 (1), a1(€1), p2(€2), az (52)))

60
- A Vare, e, (7Tm (Ws: Wn, q,01(€1), a1 (€1), 02(€2), a, (52))) (60)
1

p1 (&) = 3 B+ 2ws +wy) (61)
1 3—w,+w, 2 _r

a (&) = GY Gy, =, ) P B wa —wy)?q Oy (62)
1 3+w,—ws 2 _ _r
a, (&) = Gy——— ) r+7(3 — wy, + wy)2q %) 1+ry

_1 342w, +
p2 (&) = 3 ( Wy, + W) (64)

Proposition 6. In the MSAI decision case, the manufacturer'snogtiwholesale prices and

advertising expenditures denoted ag,, q) satidies the following equations:

0 Beyey(Un) _  0Beuey(Un) _ o 9Beey(Un) _ (5)
adwg aw, dq

Proof 6.Using equations (61-64)E., .,(Un (Ws,wn, q,p1(81), a1(&1),p2(g2), az(g2))) can be

expressed as follows:

Ay _ - _
(—T— ()7 (2)7q7%) + (w, +D(A

f B (0 D0 ) 4 )
£1,€2 nr+s-y+

A
+ (e — P2 (€)1 ()70 (22777 — g (66)

Y+5-y+1
77+ y+

2k 2k
— (%) = A0,(Df + D7) — A(——=)?0: ") fx, () fk, (£2)

Y+6-y+1 S-y+1
77 +o-y+ ny+ y+

Differentiatingk. ., (U,,) with respect ta,, w,andq yieldsfirst order conditions which sdftys
the following equations:
0E; ,(Un) —0 0Ee e,(Un) ~0 0E; ,(Un) _
owg ’ ow, ’ dq
Using equations (65), we can know that ProposiBioholds. In proposition 6, wénd that
obtaining closed-form analytical solutions #afw,andgis less possible. Similar to (Esmaeili

0

68



and Zeephongsekul, 2010), to solve equations (66)Simpson Quadrature method could be
initially used tofind the values of two integrals that depend on ¢ foff; (¢,) and fz, (e,).

Then, the problem is changed to an equations syst¢émout any integrals which will easily
yield the Stackelberg solution for the retailer.

4- Numerical example

In this section, we will interrogate the proppgmme models and solution algorithms through
numerical experiments in order to describe its igppbn. The experiments are adopted in the
following manner. First, for all parameter of thedels, we extract randomly a value out of its
given interval, which is shown in Table 3. We egtraeandomly more than 100 groups of values
of the parameters in total in the experiment. Tiencalculate the equilibrium solution of two
models in the tree settings based on this growgxwhcted values of all parameters. Examples
aimed at illustrating some important features @& thodel and managerial highlights of all
groups.

In brief, two from all groups are randomly chosé which the values of parameters are
listed in table 4 for duopolistic retailers' modial;illustrate our observations intuitively. Allgh
instances have been solved using the proposedthigaand the Simpson Quadrature method
as mentioned before. Tables 5, 6, 7, 8 and 9, it@sth Equilibrium, cooperative equilibrium,
MSSI, MSAI solutions.

Table3.The ranges of parameters

Paramete
Ranges [800- [800- [0-1] [04-25] [0425] [021]  [10"4-10~7] [0.5-10]
20000] 20000]
Table4 Two groups of values of parameters considered
Paramete A4, Aq T o, Uy I A S y y k n
Example S S g é § § E N E % :

For the duopolistic retailers model we use thesegroups as shown in Table 4 and obtain
the solution as reported in table 5-9
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Table 5. Decisions and profits of players in Nash model

Two echelons Two retailers DecsionVariable Example

P 1.9
2 1.85
a,” 0.62
a,” 0.56
wg” 0.95
0 w,* 0.92
bd o
2 = " 0.0021
= >
=1 T, 0.0051
q* 1.45
Ty, 3.51
T, 3.77
T 7.03
g 13.17
Table 6. Decisions and profits of players in cooperativade
Two echelons Two retailers DecsionVariable Example
pl* 0.51
p2* 0.034
S a* 0.03
o
K as” 26.02
§ 6 0
6. *
S Tn 0.0023
q* 8.22
T 917.6

Table 7. Decisions and profits of players in a Stackelbmanufacture game with risk

Two echelons Two retailers DecsionVariable Examel

p” 1.8
p2” 1.39
a* 0.8
a” 15
wg* 1.2

% g wy* 0.02

@ 3 q* 0.916
Ty, 0.47
T, 7.74
T 1.9
s 10.11
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Table 8 Decisions and profits of players in a Stackelbmanufacture game with risk

Two echelons Two retailers DecsionVariable Examel

P 1.85
P2 1.4
a,* 0.77
az* 1.59
wg* 1.22

z S ’

%) = wy,” 0.03

> >

= =4 q * 0.91
Ty, 0.49
Ty, 7.8
Tm 1.6
T 9.89

In order to understand the effect of risk bebgwve consider the stackelberg game models
under another condition in which the manufacture harisk-neutral behavior under both
information structures (symmetric and asymmetriorimation) and obtain the solutions as
reported in table 8.

Table9. Decisions and profits of players in a Stackellbraemufacture game without risk
Two echelons  Two retailers DecsionVariable Example

p:” 1.75
p2" 1.2

a* 0.62

a” 0.56

wg™ 0.95

o wy* 0.92
= o T’ 0.00219
a 5 T 0.00513

q* 1.45

. 3.41

T, 3.77

T 7.03

g 14.21

P 1.78

p2* 1.32

a” 0.86

a," 1.514

0O ws* 1.22

5 2 W, 1.03

2 3 " 0.001

- ,° 0.005

q* 0.9

. 3.47

Ty, 4,73

Tm 1.98

T 10.18
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Notably,figure 2is provided to describe the scenarios under ardiftarisk indicaton

10

— — — — symmetric information landa=1.5

or — = — = asymmetric information landa=1.5 [

— — — — symmetric information landa=3
asymmetric information landa=3

manufacture utility
AN
N

0 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

return rate

Figure 2. The impacts of the return rafand the risk-averse degré€¢landa)
on the utilities of the manufacturer

Based orfigure 2 we can observe that when the demand informasoayimmetric, the
manufacturer’s expected utility undes 0.3is lower than that under the case1.5. Similarly,
under asymmetric information, the manufacturerseeterd utility will lower unden = 3 than
that unden = 1.5. In other words, when the return rais provided, the margin of the
manufacturer’s utility under asymmetric informatias larger than that under symmetric
information. When the value ¢ small, regardless of what value x$ used the gap between
the manufacturer utilities is particularly smalh figure 2, we find that the manufacturer’s
utility is increasing with the increasing dfand decreasing with the manufacturer’s risk
indicatorA.

5-Managerial implication and conclusion

In this paper, we constitute a closed-loop sypphin that is composed of a manufacturer and
two retailersWe followed a model recently published Bfang and Liu, 2013in which a
supply chain formed by one supplier one manufactarel one retailer where demand is
influenced by retail price. Unlike their researdtatt mainly focused on channel members’
pricing decisions and adopted an additive formerhdnd function, our paper presents a closed-
loop supply chain model with one manufacture anadpdilistic retailers’ different competitive
behaviors by adopting multiplicatively separablevreiemand function and taking advertising
decisions into account. The channel members’ adirggt efforts is a multiplicative form as
(Wang et al., 2011) model. So we introduced a meproved demand function of consumers
for each retailer that depends on both advertiaimd) pricing of retailers and manufacturer. By
means of game theory, we have analyzed three eliffaelationships within the closed-loop
supply chain, i.e. Nash game, Manufacturer-Staekgllyame and cooperation games. The
optimal solutions of the channel members were nmwlydically obtained; henceforth we
presented some methods for solving the game mddedgldition,in the setting of stackelberg,
we investigate the influences of the manufactureisk aversion regarding his return rates
under information asymmetry in which the retailbess more private information regarding
their true market size. We show that in such drggtbased on the analysis of the model and
results of numerical experiments, we obtain thio¥ahg insights:
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1. Cooperative structure improves the performancehefgupply chain and they can gain
more profits than non-cooperative situations irhbobdels, i.e., Nash and Manufacturer-
Stackelberg game.

2. The Nash game and Manufacturer-Stackelberg gam#ti@olare close and in some
examples Nash game can gain more profit for thelgughain.

3. The lowest retailer price is made in the coopeeativence it can bring a competitive
advantage for the channel members.

4. The players’ profits under the manufacturer’s bskavior are lowest.

5. The retailers’ profits under the MSAI decision case higher than that under the MSSI
decision case; moreover, the manufacturer's puofiter the MSAI decision case is lower
than that under the MSSI decision case, from whiehcan see that the retailers with the
private information take advantage of the othe&ponse in the decision game.

6. The product's wholesale price under the MSAI denigiase is higher than that under the
MSSI game case, from which we can see that the faetowmer will charge a higher
wholesale price when the retailer has private mftion on market size.

Our study leaves several unanswered questionsitiore research. Firstly, while our model
focused on a game in a single-period setting, dingesapproach can be used to analyze a multi-
period game and/or an infinitely repeated. Secqritilyould be interesting to incorporate some
constraints in order to develop a modified versibithe model. Thirdly, we could extend our
work to a situation in which both the manufactuaad the retailer offer a price discount to the
customer in order to obtain better insights inte tinderlying relationships of pricing and
advertising.
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