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Abstract
The application of control charts for monitoring financial processes has received a greater focus after recent global crisis. The Generalized AutoRegressive Conditional Heteroskedasticity (GARCH) time series model is widely applied for modelling financial processes. Therefore, traditional Shewhart control chart is developed to monitor GARCH processes. There are some difficulties in financial surveillance especially in the retrospective phase one of which being the possibility of existing outliers in the samples data. For this aim, in this paper some methods were proposed to estimate the parameters of the GARCH model based on maximum likelihood and robust estimation procedures. Then, the performance of Phase II residual Shewhart control chart with estimated parameters was evaluated according to in-control Average Run Length in the presence of outliers. The Monte Carlo simulation study was applied to evaluate the proposed methods considering different numerical examples. Finally, the US Dollar/Iran Rial (USD/IRR) exchange rate was considered for monitoring in which the results showed that the control chart was more sensitive when the robust methods were applied in the estimation procedure.
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1- Introduction
Recent financial crisis reveals the necessity of new methods for detecting unnatural conditions as soon as possible. Horel and Snee (2009) discussed about the importance of more attention to statistical engineering rather than statistical science to help practitioners. They also encourage the application of control charts in monitoring financial processes with the aim of insightful view from the process. The control chart is a powerful tool in statistical process control which is vastly developed to monitor industrial processes (Woodall and Montgomery, 2014). In recent years, control charts have taken more attention for monitoring financial processes (Golosnoy, 2016).
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The application of control charts for monitoring financial processes needs some justifications. For example, the financial processes based on their nature should be modeled with more advanced time series models rather than industrial processes. One of these models is the general autoregressive conditional heteroskedasticity (GARCH) time series model which can well define many financial processes (Garthoff et al. 2014). Therefore, most of researches in this area are performed with this model structure. Frisen (2008) classified the subject of financial surveillance by presenting required steps and adjustments.

The practical application of control chart starts with Phase I analysis which is known as retrospective phase (Jones-Farmer et al. 2014). Traditionally, this phase consists of estimating the parameters, designing control chart and detecting the out-of-control samples in historical data. These steps are iteratively repeated until accurate and precise estimated parameters for process and control chart are obtained. Then, this designed control chart is performed in phase II to monitor future observations. Alongside the vast development of Phase I analysis and Phase II control charts separately, recently, investigating the effect of parameter estimation (as a part of phase I analyses) is involved in the control chart performance in Phase II (Psarakis et al. 2014). In spite of extra researches in this subject for independent processes, there are few works for time dependent observations.

Adams and Tseng (1998) investigated the robustness of Shewhart, exponentially weighted moving average (EWMA) and cumulative sum (CUSUM) control charts with estimated parameters when there are errors in sample data for monitoring autoregressive (AR) and integrated moving average (IMA) processes. Apley (2002) performed a survey on the effect of model uncertainty on the performance of adjusted EWMA control chart for monitoring ARMA processes. They concluded that the minimum required sample size is related to the autocorrelation value. Chin and Apley (2008) examined the effect of different types of errors on the robustness of control charts for monitoring processes with ARMA time series model. Dasdemir et al. (2016) compared the performance of modified Shewhart control chart with different estimators for monitoring AR processes. They considered several examples which contain outliers in sample data.

To the best of our knowledge, there is no research on the effect of parameter estimation for monitoring financial GARCH processes. In this paper, first, some difficulties in Phase I analysis in monitoring financial processes are explained. One of these problems is the possibility of existing outliers in sample data. To tackle with the outliers, it is proposed to consider robust estimators to design control chart for monitoring GARCH processes. In addition, there is no paper in the literature of designing control charts to estimate the parameters of the GARCH model with robust methods. There are different approaches in the robust estimation procedures in which some of them are too complicated. For example, Muler and Yohai (2008) proposed the robust M-estimator for GARCH models. For practical simplicity, in this paper, a simple filtering procedure is proposed based on the confidence interval (CI) to reduce the effect of possible outliers in sample data. Then, the performance of Phase II residual Shewhart control chart with estimated parameters is evaluated for monitoring financial GARCH processes in the presence of outliers based on in-control average run length (ARL). The effect of different estimation methods on the performance of the control chart are compared in several numerical examples through simulation studies. Finally, the proposed methods are performed to estimate the GARCH model parameters for monitoring USD/IRR exchange rate as the main motivation of this research.

The rest of the paper is organized as follows: In the next section, Phase I analysis in monitoring financial processes is deliberated. Then, the GARCH model, four estimation methods and residual Shewhart control chart are explained in Section 3. In Section 4, the effect of estimation methods on the control chart performance are compared in different numerical examples through simulation studies based on descriptive statistics. Application of the proposed methods is illustrated through a real case corresponding to financial processes in Section 5. Concluding remarks are presented in the final section.
2- Retrospective analysis in financial surveillance

The main motivation of developing control chart to monitor financial processes is the power of this tool in detecting assignable causes. In this subject, the control chart is adjusted with some special features of financial processes. Indeed, some assumptions of industrial applications are different from financial processes. For example, in industrial processes, if an assignable cause(s) occurs and the control chart signals, the practitioner can stop the machine and implement corrective action(s). While, financial processes, in most of the cases, based on their nature perform continuously and they cannot be stopped or changed easily by corrective action(s). Hence, expert can only recognize the behavior of the process using statistical methods and can make a proper decision in due time. Therefore, defining stable conditions to gather in-control data for Phase I analysis is rather impossible in some cases. In the other words, performing Phase I analyses faces with the high probability of existing outliers in sample data. For example, Herwarts and Reimers (2002) pointed out the problem of defining stable financial target process in the monetary policies of the US and Japan foreign exchange rates. Correspondingly, Garthoff et al. (2014) stated “Phase I cannot be clearly defined regarding financial time series”.

Furthermore, a basic inference in financial data is the nature of time dependency. According to this feature, one sample could not easily be neglected in Phase I analysis (like the simple independent observations). Eliminating one sample in time series leads to complexity in estimator. Thus, in spite of vast development of control charts in Phase I analysis of time independent processes, there are few works for time dependent processes (Boyles, 2000). In time series control charts, usually retrospective analyses have been limited to the effect of parameter estimation. Form the other side; financial experts believe that each observation contains information. Therefore, they recommend modeling the financial processes based on the maximum possible samples. Usually, the parameters of the model are estimated based on the large size of in-control sample data.

In this paper, time dependent GARCH process is considered to define financial process. In addition to traditional maximum likelihood estimation (MLE), three estimation methods are proposed based on robust M-estimator and the filtering procedure to estimate the parameters of the model. Then, phase II residual Shewhart control chart is designed to monitor financial GARCH processes. To evaluate the effect of parameter estimation on the performance of Phase II financial control chart, the large sizes of sample data are generated with different rates of outlier based on Monte Carlo simulation. Hence, the effect of estimation methods are compared under different numerical examples based on the in-control ARL. The final aim is producing some adjustments to improve the performance of control chart in the presence of outliers. In the most of researches in this area, the average, median and standard deviation of in-control ARL are considered as criteria. It is desired to have the average and median of ARL close to a predefined value, while the minimum value of standard deviation is required.

3- Control chart design

In the previous section, the problem of retrospective phase I analyses in financial processes is defined generally. In this section, the GARCH model is defined as the most popular model in financial processes. The reason of this selection is to model USD/IRR exchange rate as the main motivation of this research. Then, four methods are explained to estimate the parameters of the GARCH model. Finally, the residual Shewhart control chart is described for performance analyses of Phase II control chart.

3-1- GARCH model

Engle (1982) presented ARCH model to define volatility in conditional variance mode. Then, Engle and Bollerslev (1986) developed GARCH model as a natural development of AR models to ARMA ones. The GARCH \((p,q)\) model is defined as Equation (1).

\[
x_t = \varepsilon_t \sqrt{h_t},
\]

For \( t = 1,2,\ldots,m \) in which \( \varepsilon_t \) is innovation and \( h_t \) is defined as Equation (2).
\[ h_t = \omega + \sum_{i=1}^{q} \alpha_i e_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j}, \] (2)

In this paper, it is assumed that innovation independently and identically follows standard normal distribution. \( \theta = (\omega, \alpha_1, \ldots, \alpha_q, \beta_1, \ldots, \beta_p)^T \) is the vector of parameters and has the constraints of \( \omega > 0, \alpha_i \geq 0, \beta_j \geq 0 \) and \( \sum_{i=1}^{q} \alpha_i + \sum_{j=1}^{p} \beta_j < 1 \). Financial data in the most of cases are well explained by GARCH model. In the following, four methods are explained to estimate the parameters of the financial GARCH processes. Note that the residuals of the model \( (\varepsilon_t) \) is computed based on Equation (3).

\[ \varepsilon_t = \frac{x_t}{\sqrt{h_t}}. \] (3)

3-2- Maximum likelihood estimation (MLE)
As the first method, the maximum likelihood estimation is considered as the most usual method to estimate the parameters of the GARCH model. In this method, if \( (\varepsilon_1, \ldots, \varepsilon_m) \) is defined as the residuals of length \( m \), the likelihood function is calculated as Equation (4). It is usual to maximize the natural logarithm of likelihood function. The simplified log likelihood function is presented in Equations (5) as expressed in Engle and Bollerslev (1986).

\[ L(\theta) = \prod_{t=1}^{m} \frac{1}{\sqrt{2\pi h_t}} \exp \left( -\frac{\varepsilon_t^2}{2h_t} \right), \] (4)

\[ I(\theta) = \log L(\theta) = -\frac{m}{2} \log(2\pi) - \frac{1}{2} \sum_{t=1}^{m} \left( \log(h_t) + \varepsilon_t^2 h_t^{-1} \right). \] (5)

Note that the initial values \( \varepsilon_0, \ldots, \varepsilon_{m-1}, h_0, \ldots, h_{m-1} \) should be predefined or initiated. Then, \( \theta \) is estimated such that \( \hat{\theta} \) maximizes log likelihood function in Equations (6).

\[ \hat{\theta} = \arg \max I(\theta). \] (6)

Equation (6) is the general form of MLE method (Scholz, 2006). Bollerslev (1986) calculated partial derivatives of the log likelihood model to obtain MLE of parameters. There are also software packages such as MATLAB and R to estimate the parameters of the GARCH model based on MLE method.

3-3- Robust M-estimation (RME)
In the second method, using the robust M-estimator (Muler and Yohai, 2008) is proposed to design control chart. This method performs based on the quasi maximum likelihood function (Berkes et al., 2003) for GARCH model which can be written as Equation (7).

\[ M(\theta) = \frac{1}{m - p} \sum_{t=p+1}^{m} \rho(w). \] (7)

In this function, \( \rho(w) = -\log(g(w)) \) and \( w = \log(x_t^2) - \log(h_t) \). If \( (\varepsilon_1, \ldots, \varepsilon_m) \) identically follow independent standard normal distribution, \( g(w) \) can be written as Equation (8).
\[
g(w) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(w-n)^2}{2}}. \quad (8)
\]

Muler and Yohai (2008) showed that if the \( \rho \) function is replaced with \( \rho^* \) in Equation (9), the robust M-estimator for the parameters of the GARCH model (\( \theta \)) is defined as Equation (10).

\[
\rho^* = \begin{cases} 
\rho & \text{if } \rho \leq 4 \\
P(\rho) & \text{if } 4 < \rho \leq 4.3, \\
4.15 & \text{if } \rho > 4.3
\end{cases}
\]

\[
\hat{\theta} = \arg \min M(\theta). \quad (9)
\]

The function of \( P(\rho) \) in Equation (9) is a polynomial trend between \( a=4 \) and \( b=4.3 \), and defined as Equation (11).

\[
P(\rho) = \frac{2}{(b-a)^3} \left( \frac{1}{4}(\rho^4 - a^4) - \frac{1}{3}(2a+b)(\rho^3 - a^3) + \frac{1}{2}(a^2 + 2ab)(\rho^2 - a^2) + - \frac{2a^2b}{(b-a)^3}(\rho-a) - \frac{1}{3(b-a)^2}(\rho-a)^3 \right) + \rho. \quad (11)
\]

Muler and Yohai (2008) showed that this method performs well in comparison with the other estimation methods.

3-4- Filtered maximum likelihood estimation (FMLE)

It is well known that the financial indices are affected by many parameters in the real side of economy. Therefore, diagnosing the outliers or defining a real assignable cause for an outlier is rather impossible. Furthermore, searching for the out-of-control samples and finding the source of variation in a long period of the past data are not cost efficient procedures. Moreover, the complexity of the robust methods leads the practitioners to the traditional simple methods. Therefore, in the third estimation method, it is proposed to filter the residuals based on the presumed confidence interval.

Let define \( \epsilon_t \) as the residual of the model. Since, the residuals of the model independently follow identical standard normal distribution, two sided \((1-\alpha)\) percent confidence interval (CI) is defined as \([z_{1-\alpha/2}, z_{\alpha/2}]\). Hence, the residuals which are outside of this CI are simply omitted in the estimation procedure regardless to their cause. If the parameters of the model are re-estimated based on the remained data, this filtering procedure could lead to the robust result in the next estimation. It should be noted that some software packages can easily deal with not available (N.A.) samples in MLE method. Moreover, the similar filtering procedure was performed by Grossi and Morelli (2006) and Carnero et al. (2008). Although this method has a weakness in possibly eliminating the common cause samples. However, it guarantees the robustness of the estimator in the presence of outliers. Therefore, as can be seen in the result of the next section, we recommend this method only in cases with high percent of the outliers. Finally, this filtering procedure continuously is repeated until there are no outliers in sample data. Accordingly, the following steps are proposed to estimate the parameters of the financial GARCH processes.

Do

a. Estimate the parameters of the model based on maximum likelihood estimation
b. Filter the residuals of the model based on \((1-\alpha)\)% CI

Repeat until there is no outlier in sample data
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3-5- Filtered robust M-estimation (FRME)

In the fourth method, the same filtering procedure in the previous method (FMLE) is proposed, this time, with the robust M-estimator (Muler and Yohai, 2008). Therefore, the following steps are proposed to estimate the parameters of the financial GARCH processes.

Do

a. Estimate the parameters of the model using M-estimator (Muler and Yohai, 2008)

b. Filter the residuals of the model based on (1-\(\alpha\))% CI

Repeat until there is no outlier in sample data

3-6- Phase II residual Shewhart control chart

After estimating the parameters of the GARCH model, the residual Shewhart control chart (Severin and Schmid, 1998) is applied to monitor the process in Phase II. The control statistic is the residual of the model \(\varepsilon_t\) in Equation (3). Therefore, the symmetric control limits (UCL and LCL) are determined based on the standard normal distribution. The process is considered in-control until both conditions in Equation (12) are satisfied, simultaneously.

\[
\varepsilon_t \leq UCL, \quad \varepsilon_t \geq LCL. \tag{12}
\]

Usually, the control limits are determined such that the in-control ARL in Phase II equals to the predefined value. Traditionally, in-control ARL is considered equal to 370 in industrial applications, while the desired in-control ARL in financial applications is commonly set as 60, 120 and 240. When the process goes to the out-of-control state, the normal distribution is violated and control chart signals. In the next section, the performance of the residual Shewhart control chart with the estimated parameters is evaluated based on descriptive statistics of the in-control ARL.

4- Simulation studies

In this section, the performance of Shewhart control chart with estimated parameters is evaluated through simulation studies. Without loss of generality, the parameters \((\omega, \alpha, \beta)\) in GARCH (1,1) model is considered equal to \((0.4, 0.3, 0.3)\). The outliers are involved in simulation studies as Equation (13).

\[
x_t = \begin{cases} 
x_t & \text{if } nu \geq r \\
Sx_t & \text{if } nu < r
\end{cases}
\tag{13}
\]

Where \(nu\) is a random data generated from uniform distribution in the range of [0,1], \(r\) and \(S\) are the rate and the size of nuisance in data, respectively. This equation is the reformulation of volatility outlier (VO) in GARCH process by Hotta and Tsay (2012). The extraordinary shock of a sample in this formulation is considered as the \(S\) multiplied by the same sample.

Two examples are considered in this section. In these examples, the in-control ARLs are set equal to 120 and 370, respectively. For sensitivity analyses, two other ARL values equals to 60 and 240 are studied as well. The results of sensitivity analyses are not reported in this paper and available upon request. Because the similar results are obtained in these cases (in-control ARL equals to 60 and 240) and confirms the results in the cases of in-control ARL equals to 120 and 370.

In each simulation run, the parameters of the model are estimated based on 5000 samples using MLE, RME, FMLE and FRME methods. Then, in-control ARL, the average number of filtering iterations (itr) and the average number of total filtered samples (nfs) are obtained through 5000 replications. Finally, these steps are repeated 100 times to obtain descriptive statistics including mean, median and standard deviation for each mentioned criterion. For sensitivity analysis, the \(r\) and \(S\) values are changed in the range of \((0, 0.02, 0.05, 0.1, 0.25)\) and \((1.5, 3)\), respectively. The final aim is to find the proper method under different situations such that the average and median of in-control
ARL and estimated parameters close to the corresponding expected values with minimum standard deviation.

4-1- Example I

In this example, MLE, RME, FMLE and FRME methods are applied to estimate the parameters of GARCH(1,1) process in the presence of different rates of nuisance. CI in the filtering procedure is set based on 99.17 percent confidence level. Then, the performance of the residual Shewhart control chart with estimated parameters is evaluated based on the in-control ARL criterion. Note that the control limits (UCL and LCL) for the residual Shewhart control chart in Phase II is set equal to ±2.6383 for predefined in-control ARL equals to 120. Table 1 shows mean, median and standard deviation of the in-control ARL, the parameters of the GARCH model, the average number of filtering iterations and the average number of filtered samples when the size of nuisance (S) is set equal to 1.5. The highlighted columns in this table mark the first two best methods and the bold data indicate the best results.

Table 1. Descriptive statistics of the results when S is set equal to 1.5 for the first example

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Criterion</th>
<th>Method</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARL</td>
<td>r=0.02</td>
<td>MLE</td>
<td>1.19</td>
<td>1.19</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RME</td>
<td>1.20</td>
<td>1.19</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FMLE</td>
<td>1.20</td>
<td>1.19</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FRME</td>
<td>1.20</td>
<td>1.19</td>
<td>1.19</td>
</tr>
<tr>
<td>ARL</td>
<td>r=0.05</td>
<td>MLE</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RME</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FMLE</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FRME</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
</tbody>
</table>

The results of Table 1 show that when the rate of nuisance (r) in samples is very small, here equal or less than 0.02, RME method performs well and MLE method is the second proper method. Indeed, this reveals the weakness of filtering procedure in the absence of outliers. The reason of this weakness is enforcement of filtering procedure for reducing the volatility of the process when it is not necessary. When r increases to 0.05, FRME and RME methods are the first and second appropriate methods. In this situation, the robust procedure could well overcome the nuisance in both RME and FRME methods. Afterwards, when r becomes equal to 0.1, FRME and FMLE are the first and second well methods. As r increases, the performance of the filtering procedure improves and gets better than the robust procedure. This shows the robustness of the filtering procedure under large rates of outliers. Table 2 shows the same results when the size of nuisance (S) is set equal to 3.
The results of Table 2 show that when there is no nuisance in samples, RME method performs well and MLE method is the second proper method. This confirms the weakness of the filtering procedure in the absence of the outliers. When \( r \) increases to 0.02, FRME and RME methods are so closed in performance. In this situation, the robust procedure could well tackle the nuisance in both RME and FRME methods. Afterwards, when \( r \) becomes equal to 0.05, FRME and FMLE are the first and second well methods. This shows the replacement of robust procedure with filtering procedure in performance. Then, in the rate of 0.1 and 0.25, FMLE and FRME are the first and second ranked methods. This confirms the obtained results in the previous table which the proposed filtering procedure performs better than the other methods in dealing with large size of outliers in samples.

### 4-2 Example II

In this example, MLE, RME, FMLE and FRME methods are applied to estimate GARCH(1,1) parameters in the presence of different nuisance rates. The confidence level in the filtering procedure is set equal to 99.73 percent. Then, the performance of the residual Shewhart control chart with estimated parameters is evaluated based on in-control ARL criterion. The control limits (UCL and LCL) for the residual Shewhart control chart in Phase II is set equal to ±3 for predefined in-control ARL of 370. Table 3 shows mean, median and standard deviation of the in-control ARL, the average number of filtering iterations and the average number of filtered samples when the size of nuisance (\( S \)) is set equal to 1.5. The highlighted columns in this table mark the first two best methods and the bold data indicate the best results.
Table 3. Descriptive statistics of the results when $S$ is set equal to 1.5 for the second example

<table>
<thead>
<tr>
<th>Statistic Criteria</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>RME</td>
<td>FMLE</td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>370.03</td>
<td>368.47</td>
<td>330.26</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.4083</td>
<td>0.4038</td>
<td>0.3968</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.2982</td>
<td>0.2980</td>
<td>0.2919</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.2931</td>
<td>0.2960</td>
<td>0.2946</td>
</tr>
<tr>
<td>$nfs$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.3700</td>
<td>2.8300</td>
<td>3.0000</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>404.15</td>
<td>385.08</td>
<td>351.68</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.4121</td>
<td>0.4069</td>
<td>0.3984</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.2990</td>
<td>0.2900</td>
<td>0.2936</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.2995</td>
<td>0.3062</td>
<td>0.2998</td>
</tr>
<tr>
<td>$nfs$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.1400</td>
<td>2.6400</td>
<td>3.0000</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>464.07</td>
<td>431.78</td>
<td>381.65</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.4336</td>
<td>0.4263</td>
<td>0.4140</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.2962</td>
<td>0.2972</td>
<td>0.2864</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.2973</td>
<td>0.2940</td>
<td>0.2997</td>
</tr>
<tr>
<td>$nfs$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.3500</td>
<td>2.8700</td>
<td>3.0000</td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1027.4</td>
<td>858.24</td>
<td>698.32</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.5516</td>
<td>0.5270</td>
<td>0.5077</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.2898</td>
<td>0.2746</td>
<td>0.2710</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.2921</td>
<td>0.3035</td>
<td>0.2984</td>
</tr>
<tr>
<td>$nfs$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.0100</td>
<td>2.9300</td>
<td>4.0000</td>
</tr>
</tbody>
</table>

The results of Table 3 show that when there is not nuisance in samples, RME method performs well and MLE method is the second proper method. When $r$ increases to 0.02, FRME and RME performance is so closed. Afterwards, when $r$ becomes equal or greater than 0.05, FMLE and FRME are the first and second well methods. This confirms the replacement of the robust procedure by the filtering procedure in performance as well as the result in the first example. Moreover, when the confidence interval widened, the performance of the filtering procedure dominate the robust procedure under lower levels of $r$ when the size of nuisance is moderate (1.5). Table 4 shows the same results when the size of nuisance ($S$) is set equal to 3.
The results of Table 4 show that when there is not nuisance in samples, RME method performs well and MLE method is the second proper method. When \( r \) becomes equal or greater than 0.02, FMLE and FRME are the first and second well methods. This confirms the replacement of the robust procedure by the filtering procedure under lower levels of \( r \) when the size of nuisance (\( S \)) is rather high (equal to 3).

### 5- Foreign exchange rate

The main motivation of this research is monitoring the USD/IRR exchange rate. The effect of foreign exchange rate on the economy is vast and obvious (Mankiw, 2014). The effect of currency fluctuations on the international trades forced decision makers to investigate changes in exchange rate (Oskooee and Hegerty, 2007). For example, a country with high volatile currency could face with less foreign investments. The control chart can help practitioners in detecting any atypical changes in foreign exchange rate. If these diagnostics are followed by appropriate decisions, it can lead to a less volatile process based on the concept of six sigma (Frisen, 2008). The USD/IRR exchange rate is also well studied in the literature of the econometrics (Norouzzadeh and Rahmani, 2006). There are different approaches for modeling the USD/IRR exchange rate (Fahimifard et al. 2009). To the best of our knowledge, there is no paper for monitoring the USD/IRR exchange rate by using control charts. The most promising model in this subject is GARCH model (Araghi and Pak, 2013). Therefore, in this section, the performance of the proposed methods is illustrated through a real case study.

The data set, available upon request, consists of 3279 daily observations from the first working day of the year 1384 Solar Hijri (S.H.) until 13\(^{th}\) days of the month Mordad from the year of 1395 S.H. In financial analyses, it is usual to transform samples in logarithm of daily returns as Equation (14). Therefore, let \( y \) denotes the original observation, then, \( x \) reports the daily log return. Figure 1 shows the original and daily log returns of USD/IRR exchange rate.
\[ x_t = 100 \log \left( \frac{y_t}{y_{t-1}} \right). \] (14)

Figures 2 and 3 respectively show the autocorrelation and partial autocorrelation of the first and second order of log returns based on autocorrelation function (ACF) and partial ACF (PACF). As it can be seen, there are significant autocorrelations especially in the second order of log returns. In such conditions, the GARCH model can well define the process behavior.

![Figure 1. The original and daily log returns of USD/IRR exchange rate](image1)

![Figure 2. ACF and PACF of the first order of log returns](image2)

![Figure 3. ACF and PACF of the second order of log returns](image3)
The samples of the first 9 years including 2594 observations are selected for phase I analyses. The following 685 samples are considered for monitoring purpose in Phase II. The augmented Dickey-Fuller test rejects the null hypothesis of unit root in log returns. Then, the parameters of the model are estimated based on MLE, RME, FMLE and FRME methods. Note that the confidence level in filtering procedure is set equal to 99.17 percent. The results of residual analyses confirm that the model is sufficient. As instance, the residual analyses of MLE method are reported. The similar outcomes are obtained for the other methods as well. Figures 4 and 5 show the autocorrelation and partial autocorrelation of the first and second orders of the residuals based on ACF and PACF, respectively.

As shown in Figures 4 and 5, the autocorrelations in both orders are eliminated. The average of the residuals is equal to 0.0854 which is so close to zero. Although, the normality assumption of the residuals is rejected, as shown in Figure 6 the histogram of the residuals is so close to the normal distribution. The stability of the variance over time can be seen in this figure as well.
Table 5 shows the estimated parameters in all methods. The results of this table show that the numbers of filtered samples in FMLE and FRME methods are 363 and 400, respectively. The percent of filtered samples respectively are 14% and 15% for FMLE and FRME methods which are rather great respect to 2594 sample data. This demonstrates the existence of outliers in sample data. Therefore, it is expected that the robust or filtering approach performs better than the traditional MLE method. The analyses of the values of the estimated parameters indicate significant difference between the estimators. In the other words, adding filtering and robust procedures to the estimation method results in more accurate and precise parameters values. For example, the estimated value of ARCH parameter ($\alpha_1$) in MLE, FMLE, RME and FRME methods are respectively increasing from 0.1503 to 0.3159 which is more significant. Hence, FRME method is recommended to design residual Shewhart control chart in Phase II.

<table>
<thead>
<tr>
<th>Method</th>
<th>MLE</th>
<th>RME</th>
<th>FMLE</th>
<th>FRME</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.0006</td>
<td>0.0009</td>
<td>0.0002</td>
<td>0.0009</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.1503</td>
<td>0.2676</td>
<td>0.1999</td>
<td>0.3159</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.8497</td>
<td>0.6892</td>
<td>0.8001</td>
<td>0.6638</td>
</tr>
<tr>
<td>itr</td>
<td>24</td>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nfs</td>
<td>363</td>
<td>400</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Afterwards, the residual Shewhart control chart is designed with the estimated parameters based on FRME method for monitoring the rest of the samples. The control limits are set equal to $\pm 2.6383$ for the in-control ARL equals to 120. Figure 7 shows the control limits as well as the control statistics over time.
After each signal, the out-of-control state could be interpreted based on the market analyses. These signals could be useful for decision makers. Moreover, if these decisions are followed by real actions in the market, they can bring less volatility for the future trends of the market. However, according to the results of the simulation studies, it is expected that Phase II control chart with estimated parameters based on MLE method is less sensitive. Table 6 shows the number of signals given by Phase II control chart based on different estimation methods.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>MLE</th>
<th>RME</th>
<th>FMLE</th>
<th>FRME</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of signals</td>
<td>17</td>
<td>34</td>
<td>21</td>
<td>32</td>
</tr>
</tbody>
</table>

As it is expected, MLE method is insensitive to changes in process. This is confirmed by the obtained results in the real example. Figure 8 shows the control statistics with the estimated parameters based on MLE method over time as well as the corresponding control limits.

**Figure 8.** Control statistics in Phase II with the estimated parameters based on MLE method

5- Conclusions and future research

In this paper, the performance of residual Shewhart control chart with the estimated parameters was evaluated for monitoring financial GARCH process in the presence of outliers. The reason for selecting GARCH model was the generality of the model for describing the financial process behavior. Moreover, this model could well define USD/IRR exchange rate as the main motivation of this research. To estimate the parameters of the model, in addition to the traditional MLE method, some robust methods were proposed to handle the outliers. Simulation studies revealed that the control chart was significantly affected by the outliers. Generally, the outliers made the in-control ARL greater than the predefined expected value. In other words, the control chart was insensitive to the changes in the process. In different numerical examples, the control chart based on RME and MLE methods performed better than the others when there is only clean historical data. While by increasing the rate of the outliers, the control chart based on FMLE and FRME methods resulted in slightly better in-control ARL performance. Finally, the proposed methods were applied for monitoring USD/IRR exchange rate. In the real example, the control chart was more sensitive when the robust methods were applied in estimation procedure. This confirmed the obtained results in simulation studies. The performance of control charts in monitoring financial processes in the presence of outliers can be investigated in future research.
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