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Abstract

This paper proposes a multi-objective model for élsenomic-statistical design of
the variable sample size and sampling interval irrariaite exponentially weighted

moving average control chart by using double wagrlines. The Markov chain

approach is used to obtain the statistical properiiVe extend the Lorenzen and
Vance cost function considering multiple assignalaleses and multivariate Taguchi
loss approach to obtain the expected cost per timie The meta-heuristic non-

dominated sorting genetic algorithm is used to cdedor the Pareto optimal

solutions. A numerical example is provided to iitage the solution procedure.
Finally, sensitivity analyses for some parameteesgiven.

Keywords. Multivariate exponentially weighted moving averagentrol chart,
variable sample size sampling interval, double vwwaynlines, multi-objective
economic-statistical design, non-dominated sorgiegetic algorithm.

1-Introduction

Control charts are the most popular statistimalls for monitoring the process to detect chartgas
may adversely affect the product quality. In moderanufacturing and service industries, there are
two or more correlated quality characteristics #ifééct the quality of a process simultaneouslye Th
correlation between quality characteristics may igaored through monitoring the quality
characteristics separately with using individualvariate control charts. This subject has led to
increased interest in using multivariate controhrth In the literature of statistical process ouint
(SPC), some multivariate control charts have besmseived great attention: Shewhart-type chi-
squared §?) control chart developed by Hotelling (1947), nuatiate cumulative sum (MCUSUM)
control chart presented by Woodall and N cube (J&&% the multivariate exponentially weighted
moving average (MEWMA) control chart originating time work of Lowry et al.(1992). Unlike the
x2control chart, MEWMA and MCUSUM control charts takéo account the present and past
information of the process to provide greater dititsi to detect small and moderate shifts. Dedeab
properties of the MEWMA control chart such as thdity to detect small shifts in the process and
robustness to the violation of normality assumptiodistribution of quality characteristics haveshe
caused that the MEWMA has been received signifigtention from researchers. Designing a

MEWMA control chart determines the sample siz® ), sampling interval i), the upper control
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limit (H) and the smoothing parametep).( There are three general approaches to design the

MEWMA control chart including statistical, econonaind economic-statistical designs. Each of these
approaches considers different model to obtairofitenal values of the control chart parameters. A
statistical design approach considers statistiogbgrties such as probabilities of Type | and Tipe
errors, in-control and out-of-control average randgths (ARLs) and average time to signal (ATS).
Several researchers have studied statistical dediggme MEWMA control chart and used different
approaches to calculate the run length of the MEWRKbNtrol chart. Lowry et al.(1992) used
simulation approach to obtain the ARL. Rigdon (19pfposed an integral equation to compute the
in-control ARL. Runger and Prabhu (1996) extendexl Markov chain approximation of univariate
control chart to calculate the run length of a maliate control chart such as the MEWMA.
Afterwards, Prabhu and Runger (1997) provided akidlarchain approach to determine the
performance of the MEWMA control chart and compa#étl. estimation results with the simulation
method.

Economic design approach minimizes the expelotesl cost of process including sampling costs,
defective products, false alarms investigationsiemtive action and repairing assignable causes. Tw
well-known cost models have been widely used terd@he the design parameters. The first is the
model proposed by Duncan (1956) to economicallyigtesn X-bar control chart based on the
probability of Type | and Type Il errors and themed is Lorenzen and Vance (1986)model based on
ARL criterion that could be applied to the mosteagmf control charts in different types of induetri
processes. A thorough review of the literaturehef €conomic designs of various control charts is
provided by Montgomery (1980). Niaki et al. (2010)d Barzinpour et al. (2013) investigated an
economic design of the MEWMA control chart and mmizied the Lorenzen and Vance cost function
as a part of their work. Due to the low statistigatformance of economic approach that may increase
false alarms which may cause replicate processst@a@nts and operator dissatisfaction, Saniga
(1989) added probabilities of Type | and Type tbes as constraints to the Duncan's model to gatisf
the statistical properties. A review paper in tlomstrained economic-statistical design of control
charts has been written by Celano (2011).

In recent years, the economic-statistical desifMEWMA control chart has been increasingly
investigated and due to some complicated optingrathodel of this chart, different heuristic and
meta-heuristic algorithms have been proposed w tigar-optimum solutions. Linderman and Love
(2000) proposed an economic-statistical model baseddorenzen and Vance cost function with two
statistical constraints including a lower limit andper limit for in-control and out-of-control ARLs
respectively. They applied Hooke and Jeeves (18&j0rithm to solve their model. Molnau et al.
(2001) presented similar approach and used Markaindo estimate ARL due to the large values of
the standard deviations of the estimated ARLs. iNgalal. (2010) extended the Lorenzen and Vance
model to incorporate intangible external costs pple@d MEWMA chart and used Taguchi loss
approach and a genetic algorithm to find near-optinsolution of the proposed model. Niaki and
Ershadi (2012) improved the Linderman and Love'sletaand proposed a statistically constrained
economic model. They used multivariate Taguchi fasstion to estimate external intangible quality
costs and developed a Markov chain approach tmatgi ARLs and an ant colony algorithm was
applied to solve the model. Barzinpour et al. (90@8veloped a new approach that combines
evolutionary algorithm, particle swarm optimizafiB&0O), with a search-based method, Nelder—
Mead to solve the economic-statistical model of M BVMA control chart.

In more recent studies, researchers have irnoghaslevoted attention on improving the efficiency
of control charts. They showed that one of the comrapproaches to improve the efficiency of
control charts and provide much faster detectiorsm&ll and moderate process changes is to use
varying design parameters as a function of theeotimnd prior sample results instead of fixed sampl
rate (FSR).Considering variable design parametersalled adaptive control chart and involves
varying the sampling interval (VSI), the samplees{(¥/SS), the sampling interval jointly with the
sample size (VSSI), and Variable sampling rate (Y8Rt vary all design parameters at the same
time. This subject has been investigated extensivethe statistically design of multivariate canitr
charts. Faraz and Saniga (2011) and Mahadik (2oiosed a VSI scheme for thecontrol chart.
Recently, Seif et al.(2014) investigated the ecdnestatistical design of the multivariaicontrol
chart with multiple variable sampling interval solee based on non-dominated sorting genetic
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algorithm (NSGA-II).In order to statistically desigthe VSI-MEWMA control chart, Lee
(2009)modified the Markov chain approach describe®Runger and Prabhu (1996)to appraise the
performance of the MEWMA control chart. Lee (20133ed the Markov chain approach to
statistically design and obtain the in-control aggr time to signal (AT and the value of out-of-
control adjusted average time to signal (AATS) lné VSSI-MEWMA control chart with double
warning lines(DWLs). He showed that the proposediehoeduces the values of the out-of-control
AATS for a wide range of shifts in the process mezacept for large shifts. Reynolds and Cho (2011)
investigated the performance of the VSI featuraluse¢he multivariate Shewhart and MEWMA-type
control charts, for simultaneous monitoring of thean vector and the covariance matrix. Recently,
Lee and Khoo (2014) employed the statistically gleof VSI-MEWMA control chart by applying
Markov chain approach where only two different skngpintervals have been considered.

Most of the previous studies in the scope of M&ENontrol chart design are including statistically
constrained economic models. It means that thegidered cost function as the objective function
and statistical properties as the constraints.r€kelts of these models are not efficient enougbesi
the cost function depends on statistical propeiti¢se constraints. Statistical properties and owsy
have equal importance in some applications, thasntilti-objective approach that considers cost
function and statistical properties as objectivections can help to optimize them simultaneously. A
few papers are found in the literature for the ivalfjective economic-statistical design of the
MEWMA control charts. Amiri et al. (2013) providetivo multi-objective economic-statistical
approaches including an aggregative and non-agiveggpproach in designing the MEWMA control
chart based on Lorenzen and Vance cost functiolm @gnsidering Taguchi loss approach and used
the genetic algorithm (GA) in each approach to iobtae optimal control chart parameters. They
showed that applying these approaches result ie mificient process monitoring, cost reduction and
conseqguently more satisfaction of the managemeatie khat there are some studies in the area of
multi-objective economic-statistical design of atlwentrol charts. Safaei et al. (2012) developed a
multi-objective model for economic-statistical dgsiof X-bar control chart incorporating with
Taguchi loss function. In addition, Safaei et aDX2) suggested a multi-objective model to design a
S control chart for monitoring process variabililso, economic and statistical design of X-bar and
S control charts are extended by Yang et al. (20%R)g an improved multi-objective PSO algorithm.
Bashiri et al. (2013) provided a multi-objectivengéc algorithm for economic-statistical design of
X-bar control chart. Faraz and Saniga (2013) ingattd multi-objective economic-statistical design
of X-bar and & control charts and compared their proposed methitd statistical, economic,
economic-statistical and heuristic designs. Thenewuc-statistical design of the VP Tontrol chart
is considered as a double-objective minimizatiarbfgm by Faraz et al. (2014) with adjusted average
time to signal as a statistical objective and etgmcost per hour as an economic objective. They
used a multi-objective genetic algorithm to fine areto-optimal solution.

Previous studies about adaptive MEWMA contrartionly considered its statistical design. In this
paper, we look at this problem from an economitistieal perspective. Moreover in real
environments many types of assignable causes m&kée place, so developing economic-statistical
model of the MEWMA control chart that incorporatesiltiple assignable causes is important. No
previous work considered economic-statistical desigadaptive MEWMA control chart. Nenes et al.
(2014) provided the economic-statistical designaofvariable-parameter Shewhart control chart
monitoring the mean of the process in the presehoaultiple assignable causes. According to these
explanations, this paper develops a multi-objeatis@nomic-statistical model for the VSSI-MEWMA
control chart by considering DWLs and incorporatimgltiple assignable causes. We extend the
Lorenzen and Vance cost function by considering tiplal assignable causes and based on
multivariate Taguchi loss approach in order to dale expected cost of the model. Moreover, the
Markov chain approach is used to obtain the A#agd AATS of the VSSI-MEWMA-DWL control
chart. The meta-heuristic algorithm, NSGA-II alglom is applied to search for the Pareto optimal
solutions of the control chart parameters considettie multi-objective nature of the problem.

The remainder of the paper is organized asv@i&Gection 2 discusses about the VSSI-MEWMA-
DWL control chart. Section 3 describes the propasedti-objective economic-statistical model of
VSSI-MEWMA-DWL. Then, the Lorenzen and Vance castdtion for multiple assignable causes
are provided and multivariate Taguchi loss appraadiriefly reviewed. The Markov chain approach
is presented in the last part of this section. iBec4 provides brief description of meta-heuristic
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algorithm and solution methodology. A numericalrapée is presented in Section 5. The computation
and the sensitivity analyses for some parametergigen in Section 6. Finally, concluding remarks
and some suggestions for future researches are gisection 7.

2- VSSI-MEWMA-DWL control chart

Roberts (1959) proposed the univariate EWMA drthart as an alternative to Shewhart control
chart. Lowry et al. (1992) developed the MEWMA gohtchart as an extension of the univariate
EWMA. Lowry and Montgomery (1995) showed that tbamtrol chart is more efficient in detecting
small and moderate shifts in the process sin@kég into account the present and past information
the process

Consider X, as g x1 vector containingp quality characteristics that is to be monitored

simultaneously in timéwhich follows a multivariate normal distributid)tb(u,zx ). While p and 2,

are the mean vector and the known covariance mafrithe quality characteristics, respectively.
Without loss of generality, it is assumed that wlhiea process is in-control, the on target process
mean is the zero vectors. The MEWMA vector is dedias follows:

Z = Y% W+ -1z, @

Where) is a diagonal weight matrix with diagonal eleméntsy <1 and Z, represents a zero

vector. According to (Lowry et al., 1992), thitted chart statistics on the MEWMA control chiart
decide whether the process is in-control or outeanftrol is calculated by Equation (2).

T’ =2%,'z, @)
WhereZ, is the covariance matrix & and is obtained as follows:
[ Y
=0 ) ®
2-y

WhereZ , is thecovariance matrix of; . For convenience, it is assumed that=| wherel is an

: : . 2 : ,
identity matrix The chart alarms an out-of-control state wHgn > H whereH is the predefined

upper control limit selected to obtain a given amtrol ARL performance. Lowry et al. (1992)
showed that the performance of the MEWMA contrartidepends only on a function of distafe

the off-target mean vectpl; from the on-target process mean vepipand covariance matrix through

the non-centrality parametemhis distance is defined as the square root of nbe-centrality
parameteby Equation (4).

5=\ (M bg) E (o) @

Designing a FSR MEWMA control chart involves detanimg the sample sizely), sampling

interval (hO), the upper control limitH) and the smoothing parametér).(As modification of the

FSR MEWMA, VSSI MEWMA-DWL control chartonsiders variablsample sizes and variable
sampling intervals and two additional warning limssfollows:

* The warning linew, is utilized todetermine the switch between the short samplengiaad the
large sample siz&,andn, =N <n,.
« The warning linew, for sampling interval is applied &pecify the switch between the long and

short sampling intervals representedipand h, , respectively ang, <h, <h,.

These assumptions and DWL scheme lead to the foigpihree states for the MEWMA-DWL
control chart:
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) W, <W: If th <w, , both sample size and sampling interval are iatgakgion. Hence, the
pair (Ny, h;) will be chosen for the next sampling stagew|f <Tt2 <w,.the pair (0;.h,)
will be selected for the next sampling stage, beeasample size is in safety region and

sampling interval is in warning regionwf, <T,” <H , the pair 0., h,) will be selected for
the next sampling stage because both sample sizeaanpling interval are in warning region.

(i) W, <W: Ith2 <w,, since both sample size and sampling intervalirgafety region the
pair (N, h,) will be applied for the next sampling stagervAf<Tt2 <w, , the pair 01,,h;)
will be applied for the next sampling stage. Thisams that sample size is in warning region

while sampling interval is in safety region.wf, <Tt2 <H , the pair (1,, h,) will be applied

for the next sampling stage because both sampbeasid sampling interval are in warning
region.

@iy  w,=w,=w:If th <w, since both sample size and sampling intervaliraigafety region,
the pair (0, h; ) will be used for the next sampling stage othesvifisv <Tt2 <H , the pair (

n,,h,) will be used for the next sampling stage. Thisangethat both sample size and
sampling interval are in warning region.
As mentioned previously, the control chart displagout-of-control signal whefy?>H .

3- Proposed model

The multi-objective optimization approach of memic-statistical design of VSSI-MEWMA-DWL
control chart considers two objectives simultangoimeluding minimization of the expected value of

AATS (AATS) and expected cost per time ugit (A)) with considering a lower limitATS, ) for

ATS, as a constraint. Large value ofAjfdecrease the false alarm rate as well as unneggssaess
adjustments and operator dissatisfaction on cortralt performance. In this paper, without loss of

generality, the value oATS, =200is used. On the other hand, small value of the eepevalue of

AATS leads to detecting assignable causes as guasklpossible. Minimizing the expected cost is
essential to remain in competitive global marketl amcreasing profits. The proposed model is
derived as follows:

Min E(An, ,n,,h  h,,yw_w, ,H)

Min AATS

subject to

ATS, 2 ATS, )
Osw, w, <sH<H__

h,<sh,<h <h

1<n,<n,<n_ (integers)

O0<y<1

Most of the previous studies in economic-statétdesign of MEWMA control chart assumed that
there is one assignable cause in the process wdadis to shift in the mean of the process. However,
in the real manufacturing environments differeqtety of assignable causes may take place and cause
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shift in the mean of the process with different miagles. In this paper, the magnitude of the shift
due to each assignable causes is calculated awoll

o) = \/(ulj—uo)'if(ul,-_uo) i=12,..,s 6)

In which s represents the number of assignable causes ariddéne ofj refers to thg™ assignable
cause. Thus, we modified the Lorenzen and Vance¢ fuoetion in order to consider multiple
assignable causes with different shift sizes inntig&an. In addition, we use Taguchi loss function to
estimate external intangible quality costs. Theaittetabout extended Lorenzen and Vance cost
function and multivariate Taguchi loss approachgaven in the next subsections.

3-1- Expected cost function

Suppose that there are multiple assignable ségijsel, 2,...,5) that can take place but in each time

just one of them can take place. In other words, ghoposed model is designed based on the
assignable causes of single occurrence model, girde®ws the occurrence of only one assignable
cause before a signal. It is assumed that the mmwme times of these assignable causes are

according to independent exponential random vagghlith corresponding parametersigfi,, ..., As

where A = o.5e_0'55j and 51 represents the magnitude of tffeassignable cause. The conditional

. L , , A : 1
probability of the occurrence time ffassignable cause is equaH& forj=1,2,...,swhere—
A

is the expected time for the occurrence of the &issignable cause and- i Aj -

j=1
It is assumed that when an assignable cause oandrghanges the mean of the process, the mean
remains at the shifted value until the control tagnals and the special cause is found and rednove
It will also be assumed that the process returnibécsame control state as the starting state thiter
repair and removing the assignable causes.
So, the modified Lorenzen and Vance cost functimn domputing the expected cost per hour is
defined as

1 s
;{c0 + J_Z‘:l/ljclj[AATSj +NE +r Ty +ryT,T +a ANF

E(c)
E (A) = =
ET) i{1+i/1-(AATs- +0E +T, +T,. +(1-r, )T ANF)}
R j 1j Ty y)TA
s s (7)
jZ::l/]jaSj _ (a, +a,n, J_Z‘:l/lj (RE +1 Ty +1,Ty)
+a, ANS +a,ANI +
A h, A
+ 1
1 s
;{1 + jZ:lAj(AATSj +NE +T;; +T,; +(L -1y )T,ANF)}
Where the parameters of the expected cost funaten
Co Expected cost of nonconforming items per hour wiieprocess is in-control.
c. Expected cost of nonconforming items per hour wttike process is out-of-control
4 due toj" assignable cause.
n The expected sample size in a cycle time.
E The expected time required to sample and to pleti@m.
To The expected search time to understand that thalsga false alarm.
T The expected time to detect tji& assignable cause and determine the type of

assignable cause.
T The expected time to repair the out-of-control psscand perform the corrective
action to remove th#' assignable cause.

39



The fixed cost of each sample.

a, The variable cost per unit sampled.

a, Cost of repairing the out-of-control process andqueing corrective action to
) remove thg™ assignable cause.

a, The cost of search for false alarm.

AATS. The expected average time to signal from the oeoge time ofi" assignable

! cause.

ANF The expected number of false alarms.

ANS The expected number of samples until the chartasign

AN The expected number of inspected items.

If the process is stopped during the searché¢$ a$signable cause, it is equal to 0
1] otherwise it is equal to 1.

If the process is stopped while the correctingemairing the out-of-control process
2] due toj" assignable cause, it is equal to 0 otherwisedtisal to 1.

The expected cost per h@r(A)) is achieved through dividing the expected ¢BsC)) in a cycle
time by the expected cycle tir(E T )) . The elements of expected c@siC)) per cycle are
(i) Expected cost of nonconforming items per hour wliile process is in-control and out-of-

control.

1 s

;{co + jZZI/chlj[AATSj +RE +r, Ty +1,T L0 (8)
(if) The expected cost of search when the signal ilsa &arm.

a,ANF. ©)
(i) The expected cost to repair the assignable causes.

S /] .

2 (10)

A

(iv) The expected cost of sampling is given as Equdtid). Based on the DWL method, when
the process goes to out-of-control state, if thecgss is not stopped for searching and repairing

the assignable causes, the short sampling intesvahd large sample sifg are utilized.

S
YA (RE +r, T, +r1,T,)
+a,n,) 7 1ty 2 2
a ANS +a ANI + Gt = . (11)
h, A
The expected cycle timE(T ), is the sum of expected times when the processadentrol and the
expected times when the process is out-of-conthitlwvare calculated as follows, respectively:

1 s
E(lin-controd = ;(1+ jZ_jl/]j (1—r1j JToANF ), (12)
S
jZ:lAj (AATS; +NE +T;; +T,;) (13)
E (l out-of-control) = P .
Equation (12) shows that the average time whepitheess is in-control state consisting of two parts
1
)] The average time interval that process remains-ebmntrol state— .
A

40



3 A, (A1, T,ANF
(i) The expected time to detect the false alars,

Equation (13) denoted that the expected time tt@tgss is in the out-of-control state consistshef t
following four parts:

@ The average time to signal from the time an asbkign@ause occurs denoted by
S
> A, (AATS))
j=1
A
S
2 A, nE

(i) The average time to sampling and interpreting elselts,L.
A

S AT,
2
(i) The average time to detecting and finding the asdilg cause .
A

(iv) The average time to repairing the out-of-contratceiss and removing the assignable

S
LT,
cause,

A

3-2-Taguchi loss approach

In traditional Lorenzen and Vance cost functiom,parameters are estimated based on the internal
costs of an organization. In this paper, the maittate version of Taguchi loss approach that
presented by Kapur and Cho (1996) is used to censite external quality impacts of a produced
item and to estimate the external quality cost. iudtivariate quality characteristics loss functisn
given in Equation (14) as

P 1
L(y11 yz’---vyp ): iz=:1 ,-'zzlkii' (y| - ti )(yj' - tj' )i (14)
in which p represents the number of quality characterishilcjzs,is the constant that represents the
correlation betwee¥ andy,, t; andt are the target values of the quality characteg$ticandy;,

respectively. The expected external cost of eaoctymt at the in-control and out-of-control states a

denoted by'loandJ 1, respectively and are obtained as follows:

3= X Tkl =) + 071 +2 Tl g 0Ky -t) + ) (19
i=1j'=1 i=2j'=1
J, = Eplj.i:lkii'[(’uli - ti) + Uiz] +i§pfz ;,Z_:'llkij'[( i~ ti)( Hyp — tj’) + Uij’]’ (16)

Wherey; ands2 are the mean and the varianceypéndo; is the covariance betwe§pandy . .

Afterwards, by replacindo andJlthe external costs are achieved by using Equatiéh (

C, = J P+,
: 7
C; = JP+ c’ll. j=12,..,5
In which the cost of producing nonconforming iteatsthe in-control and out-of-control states are
represented by.té, andc; i » respectively. By replacing parameteks and ¢;; in the Lorenzen and

Vance cost function by the ones in Equation (®,gkpected cost is calculated.
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In order to compute the values of the A,II'S\ATS,ANS,ANl and ANF that are applied in the
Lorenzen and Vance cost function, we extend thekMachain approach proposed by Lee (2013)by
considering multiple assignable causes. This meithedplained in the next subsection.

3-3-Markov chain approach for VSSI-MEWMA-DWL control chart

The performance measure of the VSSI-MEWMA-DWlntrol chart could be achieved by the Type
I and Type Il error rates or equivalently Ad&d AATS. In the in-control state, it is desirechaive a
large ATS to decrease false alarm rate. On the other hartfigi out-of-control state the value of the
AATS should be as small as possible because tlftarstiie process should be detected as quickly as
possible. In this paper by considering the multipsignable causes, the Markov chain approach
proposed by Lee(2013)is modified to evaluate tHeevaf the VSSI-MEWMA-DWL control chart as
follows:

S
> A AATS.
AATS it (18)
A
S A ANS.
ANS - j=1 ) ) (19)
A
i/\ ANI
AN[ =17 J J' (20)
A

In which the index of indicates th¢" assignable causg=(, 2,...,s). The values of ATS ANF, and

the values of AATS ANS;, ANI; related to each assignable cause are calculatmidany to the
Markov chain approach that provided by Lee (20I3)e interested readers are referred to Lee
(2013)for details.

4- The solution methodology

The model given in Equation (5) is a multi-aftjee non-linear programming model with some
constraints and the objectives should be optimsetltaneously. Since in multi-objective models
the objectives may be conflict with each otheisitommon that no single solution can optimize all
the objectives. One of the practical approachasany real life applications which can characterize
optimal trade-offs among the objectives is Pargionmal solutions. The meta-heuristic NSGA-II
algorithm is a well-known algorithm which optimizéte multi-objective problems and achieves the
Pareto optimal solutions.

There are four parameters in the NSGA-II thay ratiect the solution, including population size
(Neop), Crossover percentagpc), mutation percentage) and number of iterationdN¢). Hence,
we first optimize the parameters of NSGA-Il. Toatatine the best values of the parameters of the
NSGA-II, we consider a range for each parametshas/n in Table (1).

Table 1.The input range of the NSGA-II parameters.

Parameter Range Low Center High
Npop 50-200 50 125 200
Pc 0.2-0.8 0.2 0.4 0.6
Pm 0.1-0.6 0.1 0.2 0.3
Niter 10-100 10 55 100

Then, we use*Zactorial design experiments that is illustratedable (2). Furthermore, the average
cost value of each experiment is reported in teedalumn of table (2). The best parameters vadfies
Npop, Pc, Pm @NdNir are set equal to 50, 0.6, 0.3 and 100, respegtalehg with the best minimum
average cost, which is related to run 15 in tab)e (
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Table 2. 2* factorial designs for NSGA-Il parameter tuning

Run Parameters Average cos
Npop Pc Pm Niter value of eacl
run

1 -1 -1 -1 -1 243786
2 1 -1 -1 -1 286348
3 -1 1 -1 -1 238399
4 1 1 -1 -1 203647
5 -1 -1 1 -1 210369
6 1 -1 1 -1 268453
7 -1 1 1 -1 193645
8 1 1 1 -1 189642
9 -1 -1 -1 1 246389
10 1 -1 -1 1 197853
11 4 1 -1 1 210397
12 1 1 -1 1 189634
13 4 -1 1 1 176348
14 1 -1 1 1 214532
15 1 1 1 1 107663
16 1 1 1 1 214067

In additionthe number of cro-over and mutation in iterations atenoted byNcoss-over@NANyutation
respectively and arealculated as follow

N cross—over = [PC N POP} ’

N Mutation — [Pm'N POD}'

Where [.] represent the largéstegernot greater than the numbeaithin the bracke.
The basic steps involved in the proposed ElitisGA-11 of this paper are explained as follo

(21)

1- Population initialization: A chromosome consisting of eight ge(n;,n,,h;,h,,yw_w,_ His
generated that each gempresents a decision variable. Then, objectivetians and the AT,
related to this chromosorrare calculated. If the solutions satisfy the A, constraint, the
chromosome isaved as a population member. This procedure emdinntil the size of tr
population equals t®dlrop. An example of two chromosois that are generated in this stef

illustrated in figure (1).
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Figure 1. An example of two generated chromosomes

Non-Dominated sort: In this ste), initialized population members have been sortesed on
non-domination methodrhen, a rank equal to its nawmination level is assigned to e:
solution. After thatthe optimal solutions from a dominant boundarydetned as follow:

Supposs, ands; are two arbitrary and variable solutions of popalatHence

e Solutions; dominatess; if two objective functionge (A) and AATS) of s, are equal

or less than the objective functionss,.
» If there is no other solution in the populationttiaminatess,;, solutions; belongs to
the dominant bounda
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3- Crowding distance: The crowding distance between the solutions befantp the same rank
calculated to obtain the most promising soluti

4- Selection: The crowded comparison operator is t to choose th@&c ossever 2N Nyytation OF the
best solutions as parent chromosomedo crossover and mutation, respectiv

5- Cross-over: In this stepNcrossoveOf the best solutions that aaehieved irthe previous step is
chosen as parent chromosomes are divided to half oN¢ss-ovep@irs. We assume that in e
pair three similar genes of chromosonare replaced with each other randomly. This sis
donefor the chromosomes digure (1) and it is illustrated in figure (2As illustrated in Figure
(2), the second, fourth and eighth genes are red with each other, while the other genes
fixed.

aomesamed | 4| 9 {138 ost | oa |1z ] e w05 - N N R LEd TR R T B

(ross-over

—

aonese2 | 3| 8 [ 208 [ oz om0 | 2w 2% dromosere2. | 3 | 9 | 2o | ot | om0 | 2| 105

Figure 2.An Example of the Cro-Overon the Chromosomes of Figu(1)

6- Mutation: In this step,two genes of each chromosc of Nyuaion Chromosomes which a
chosen in the step 4 are mutated by «d. Similar to (Niaki et al., 201(, d is obtained by
multiplying three factors: (i) constant value destbbyC,, (ii) length ofthe feasible range with
which the gene generation is performed and (igjaandardized normal random number. Witt
loss of generality, in this paper it is assumed 1B,=0.01. In the optimization model, tt
maximum value of possible uppbound control limitH,, the minimum and maximum valu
of possible sampling intervals between successarapkes,h,, and hy, and the maximum
values of possible sampling sizn.. are add to keep chart more practical. In this [, the
values ofH =15, h,in=0.01,h»=8, andn»,=20 are considerediccording to Faraz and San
(2011) to eliminatéhe misleading resu.

As an example of mutatiorthe first chromosome of figure (i% selectedfor mutation. The
procedure is as follows:

In order to domutation, the fourth and eighth g are selected randomly. The feasible ris of

these genes are 1 and 13, respectively. We gerneratetandarized normal randonnumbers; say

0.1241 and 0.3426, so the valued for the fourth and eighth genes wouldassfollows

d, =(0.01)(1)(0.1241F 0.0012

d,, =(0.01)(13)(0.3426F 0.0445

These values are added to the 0.61 anc, respectively and the values of the fourth and bigfane:
are equal to 0.622 and 10.54&spectively
It worth to mention thatfinew generated chromosomes after the ~over and mutation do n

satisfy each one of the constrain, < n,, h, <h, ,w_<H orw, <H, the genes (n;andn,, h

and h, W_ andH, or w, andH are replaced with each other until the all constszare satisfied.
Also, if the value ofyafter the mutation was more thanit is replaced by the standardized ranc

number between 0 and 1. In addi, if the genes o, or N, would not be integer after mutatic
these parameters are rounded to the nearest i number.
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7- Recombination and selection: Combine the cross-over, mutation and initializeghydation and
sort the extended population based on non-dommatiethod. Choose new population by size of
Nrop from the sorting fronts starting from the besusiohs and use the crowding distance method to
ensure diversity and preventing convergence if @oljie solutions from the front should be chosen
for the next generation.
8- Stopping rule: Repeat the steps 3 to 7 until a stopping critgribe number of iterations equals to
50, is met.

The dominant boundary includes all non-dominatetimal solutions of the problem that is called
as Pareto set while its image in objective spaoamed Pareto front.

5- Numerical example

In this section, a numerical example is provitedlustrate the performance of the proposed rhode
It is assumed that two important quality charast&s of a process are monitorge?) and we wish
to apply the VSSI-MEWMA-DWL control chart to monrtthe process. It will also be assumed that
there are five assignable causes in the pro¢ess5) that their occurrences lead to the shift in the

process mean vector. The first three assignablesesachange the mean of the first quality
characteristic and the last two assignable causasge the mean of the second quality characteristic
The magnitudes of the shifts are assuthedl.87,2.98,1.2,3,3.%. As mentioned previously in each
time just one of the assignable causes can take.plde fixed and variable costs of sampling are 55
and 6, respectively. Since the out-of-control psscis not self-announced, the costs of repairieg th
out-of-control process and removing the five assiide causes are 6, 9, 10, 8, and 11, respectively.
The other required input parameters of the exam@eepresented in table (3).

Table 3.Input parameters of the economic-statistical models

¢ =10 =[01010 T,=2
1500 -1000
q =[15, 20, 25, 30, 3¢ r,=[1,0,140,1 T. =[4,8,12,16,20 K =
E = 2 1 -1000 800
=005 a,=9 T, =[10,15,20, 25,3(

As mentioned in the previous sections, the sttadil computation is done based on the Markov
chain approach proposed by Lee (2013). The parasneten, m;, m, are the input parameters in
Markov chain algorithm for ATsand AATS computations. In this paper, like mosagical
applicationsm= 25 for the in-control state ama, = m, = 5 for the out-of-control state are suggested.
Pareto optimal solutions of economic-statisticasigie of VSSI-MEWMA-DWL control chart are

shown using NSGA-II algorithm in Table (4). The &ar front forAATSand E(A)of the multi-
objective economic-statistical design is showngnare (3).

Table 4. Pareto optimal solutions of economic-statistieadidn of VSSI-MEWMA-DWL control chart

number n, n, h, h, H Wn W y E(A) ATS:  AATS
1 5 8 212 078 12.68 1.06 0.53 0.54 40020 37212 342
2 5 8 208 065 12.56 1.06 0.51 0.52 40036 368.61 .23 2
3 5 7 1.82  0.96 12.16 1.04 0.86 0.37 40210  402.22 941
4 5 7 1.93  0.93 13.64 1.18 0.91 0.41 40680  426.68 .69 1
5 5 7 1.85  0.86 13.58 1.15 0.83 0.28 42864 43521 26 1
6 5 7 1.79  0.67 13.74 0.86 0.52 0.36 48356 552.14 .88 0
7 4 6 154 052 13.12 0.95 0.59 0.53 54410 394.87 .59 0
8 4 6 1.95  0.48 12.96 0.94 0.62 0.54 63534  532.66 .43 0
9 4 5 205 024 11.81 0.94 0.69 0.29 76522 608.14 .28 0
10 3 5 1.78 0.8 11.95 0.89 0.35 0.39 96970 395.9 .19 0
11 3 5 209 012 12.85 0.83 0.37 0.53 118604  453.970.15
12 3 4 165 012 12.69 1.15 0.93 0.42 135824  501.120.13
13 2 5 158  0.14 13.64 1.04 0.59 0.57 164314  695.310.11
14 2 5 161  0.07 13.68 1.02 0.88 0.33 186456  558.230.09
15 2 5 1.24 0.7 12.45 0.93 0.71 0.45 203674 625.9 .08 0
16 2 3 137 0.06 12.53 1.12 0.96 0.56 225128  539.410.08
17 2 3 1.06  0.06 12.84 0.86 0.53 0.37 252682  562.160.07
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Figure 3. The Pareto-front graph of the proposed model.
6- Comparison of Pareto optimal solutions and sensitivity analyses

6-1- Comparison of Pareto optimal solutions of FSR-MEWMA, VSI-MEWMA-DWL,
VSS-MEWMA-DWL and VSSI-MEWM A-DWL control charts

The objective of this section is to comparesdffectiveness of the economic-statistical desigthef
FSR, VSI, VSS, and VSSI-DWL MEWMA control chartshel Pareto optimal solutions of the FSR-
MEWMA control chart are obtained by restricting= n,= nyandh, = h, = hy andw, = w;, = H and
are shown in Figure (4). The results are repredemtelable (5). Based on the value of the cost
function, the first solution in Table (4) and thest solution in Table (5) have the minimum cosuea
in the Pareto optimal solution of the VSSI-MEWMA-DWand FSR-MEWMA control chart,
respectively. We find thg68153- 40020) / 6853x 106 427% increase in terms of the cost by
using the solution of the FSR-MEWMA control charstead of the VSSI-MEWMA-DWL control
chart with minimum cost value. The VSS-MEWMA-DWL &avSI-MEWMA-DWL control charts
are resulted from = h,andn,; = n,, respectively. tables (6) and (7) show the Pawptonal solutions
of the economic-statistical design of the VSS-MEWIDXL and VSI-MEWMA-DWL control
charts and the results are shown in figures (5)(&hdrespectively. According to the minimum cost
value that is provided in tables (6) and (7), teSMEWMA-DWL control chart reduces the cost
rather than the VSS-MEWMA-DWL and the VSI-MEWMA-DWLcontrol charts by
(65353- 40020) / 6353 108 876%and(54104—- 40020) / 5804x 106 &03%, respectively.

Table 5.Pareto optimal solutions of economic-statisticalige of FSR-MEWMA-DWL control chart.
h, H y E(A) ATSo  AATS

number n

o

1 8 196 12.96 0.43 68153 430.37 1.82
2 8 1.78 12.82 0.51 76886 456.55 1.27
3 5 215 11.63 0.42 86511 465.67 0.85
4 6 1.73 11.85 0.42 101019 590.79 0.62
5 5 1.42 13.05 0.36 121670 42251 0.4
6 5 0.92 10.83 0.28 154182 56995 0.27
7 7 1.06 12.76 0.28 188580 650.71 0.21
8 7 1.34 13.56 0.32 215960 423.61 0.16
9 6 0.93 11.68 0.53 261259 485.75 0.13
10 3 0.86 12.96 0.43 296465 536.19 0.11
11 4 0.13 10.74 0.44 333008 74392 0.09
12 4 0.08 11.08 0.41 402979 597.31 0.09
13 2 0.04 11.53 0.38 401764 669.73 0.09
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Figure 4. The Pareto-front of FSR MEWMA control chart.

Table 6.Pareto optimal solutions of economic-statistiadign of VSS-MEWMA-DWL control chart

number n n, h H Wn W y E(A) ATSy AATS

1 5 8 1.71 11.69 0.93 0.56 0.37 65353 431.27 3.29
2 5 7 1.65 11.64 0.82 0.64 0.45 74385 470.59 2.46
3 4 6 1.62 13.32 1.41 1.11 0.39 85866 499.22 1.85
4 3 5 1.63 13.65 2.12 1.06 0.43 103419  509.19 1.03
5 3 5 1.76 13.36 1.59 2.29 0.39 131055  646.03 0.69
6 3 4 1.49 13.11 2.29 1.03 0.46 160293  461.99 0.54
7 4 5 1.57 12.75 0.86 1.26 0.36 183566 623.21 0.42
8 5 10 1.74 11.85 0.61 2.14 0.51 222070  711.52 0.33
9 2 5 1.36 13.47 1.67 0.87 0.56 251995 463.2 0.27
10 3 6 1.22 12.26 0.97 1.35 0.61 287384 531.14 0.23
11 5 6 1.69 13.65 2.29 0.45 0.42 325532  586.31 0.23

400000

300000 | g

— °
< 200000 ®
100000 ° » o .
0
0 0.5 1 1.5 2 2.5 3 3.5
AATS

Figure5. The Pareto-front of VSS-MEWMA-DWL control chart.

Table 7.Pareto optimal solutions of economic-statisticalige of VSI-MEWMA-DWL control chart.

number N h, h, H Wh W, y E(A) ATS,  AATS
1 5 1.92 0.86 13.16 1.58 2.27 0.45 54104 50148 3 2.0
2 5 1.06 0.72 12.86 1.62 0.96 0.51 57009 676.48 115
3 4 2.12 0.36 13.12 1.74 1.13 0.61 64313 77234 6 1.0
4 3 2.39 0.54 13.24 2.01 1.04 0.43 72365 502.8 0.71
5 2 3.12 0.56 1291 1.54 1.28 0.67 84500 576.54 205
6 6 1.85 0.37 12.72 1.25 1.58 0.52 101774 636.42 34 0.
7 8 3.25 0.65 1291 1.41 1.56 0.42 128970 883.04 23 0.
8 4 1.71 0.31 13.24 1.56 1.09 0.31 157743 708.95 18 0.
9 5 3.18 0.95 12.53 1.37 0.24 0.53 180645 794.89 16 0.
10 3 2.06 0.67 13.27 1.58 0.82 0.45 218537 685.05 .13 0
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Figure 6. The Pareto-front of VSI-MEWMA-DWL control chart

6-2- Comparison of Pareto optimal solutions of economic-statistical, economic, and
statistical design of VSSI-MEWMA-DWL control chart

By considering the minimum value of tM8TS as the only objective function and solving the
model, we can compare the proposed model withsttati design. The first row in Table (8)
represents the optimum values of the control cparameters in the statistical design of the VSSI-
MEWMA-DWL control chart. We compare this result ithe first row in Table (4) that has

minimum value of the AATS. Although the statisticd#sign has th®ATSless than the proposed
model, but it leads {®2635- 40020) / 5835x 106 296% More cost value approximately.

Table 8.0ptimal solutions of statistical and economic desi§VSSI-MEWMA-DWL control chart.

design n n, h, h, H Whn W, y E(A) ATS,  AATS

Statistical 4 5 2.52 0.53 12.94 1.33 0.48 0.52 52635 567.42 905
Economic 3 6 2.58 0.01 13.97 1.49 1.16 0.46 36914 624.03 50.0

Also, to compare the effectiveness of the pregosiodel with economic design, we solve the
model by considering the minimum cost value asdhly objective function. The second row in
Table (8) represents the optimum values of therpaters in the economic design of the VSSI-
MEWMA-DWL control chart. By comparing this resultithv the last row in Table (4), we conclude

that although the economic design has the lessvedse; howeveMATS of the proposed model is

(0.07- 0.05) / 07 x100= 28.57%less than théAATS obtained from the economic model.

6-3- Senditivity analyses of the cost parameters

In this section, we investigate the effects aifrfcost parameters of the Lorenzen and Vance cost
function by using design of experiments. Fixed sadable costs of sampling, the cost of search for
the false alarms and the costs of repairing aneverg the assignable causes are the four parameters
that are considered in sensitivity analyses ofgiaposed model.Because these parameters are not
dependent on the quality characteristics and thewsually uncertain.Table (9) shows the range that
is considered for each parameter. Based on thesgsawe consider & 2actorial design that is
represented in Table (10). In this table, the w&loé +1 and -1 are obtained by the following
Equation:

the parameter value-the average value of the pdaesmme

= — Oi =1,2,3,
' the average value of the parameter - the minimuloevaf the parameter
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Table 9.The range of the Lorenzen and Vasa®st parameters.

Parameter Range Minimum value  Average value  Maximaine

a1 10-100 10 55 100

a2 2-10 2 6 10

a, 3-15 3 9 15

a31 3-9 3 6 9

332 4-14 4 9 14

a33 5-15 5 10 15

&y, 6-10 6 8 10

a35 7-15 7 11 15

The 2 design experiments are illustrated in table (I8 average cost value of the Pareto optimal
solutions of each experiment is represented inetglll0). Furthermore, the results of these
experiments are shown in table (11) and the Paxgimal solutions of these 24 runs are illustrated
figure (7). Also, we use the figure (8) as an exiantp illustrate the sensitivity analyses for agera
cost value. In this figure, E(A) is considered floe main model and runs 1,2,3,5, and 9. Note that a
parameters in run 1 are set in lower bound. Aliqaameters in runs 2, 3, 5, and 9 are set on the
lower bound except one parameter which is set emiper bound.

Table 10. 2* factorial designs

Run Parameters Average cost
X1 X5 X3 X4 value of each
run
1 -1 -1 -1 -1 48136
2 1 -1 -1 -1 91667
3 -1 1 -1 -1 69763
4 1 1 -1 -1 56991
5 -1 -1 1 -1 58725
6 1 -1 1 -1 71338
7 -1 1 1 -1 80757
8 1 1 1 -1 124372
9 -1 -1 -1 1 73488
10 1 -1 -1 1 66368
11 -1 1 -1 1 85158
12 1 1 -1 1 149599
13 -1 -1 1 1 80102
14 1 -1 1 1 10733
15 -1 1 1 1 76620
16 1 1 1 1 77650
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Table 11.The Pareto optimal solutions of fctorial design

Run n n, h; h, H W, wy, y E(A) ATS | pATS
3 4 2.23 0.62 13.68 1.07 0.38 0.56 38819 656.18 52
3 5 2.71 0.63 13.65 1.06 0.62 0.5p 38834 749.16 4 2
1 2 4 2.36 0.71 12.96 1.09 0.52 0.51 390p3 487.76 1 2
3 5 2.35 0.68 12.76 1.21 0.79 0.48 39459 55924 41
2 5 1.92 0.91 13.28 1.35 0.42 0.6P 41578 617.37 71
4 5 2.34 0.68 11.97 1.21 0.63 0.56 46905 856.58 50
5 7 1.89 0.59 12.54 1.09 0.43 0.56 52777 687.68 40
3 5 1.75 0.41 13.28 1.09 0.91 0.5p 616R7 77143 80
4 6 1.07 0.32 13.09 1.32 0.9% 0.58 742P6 664.49 50
4 7 2.86 0.93 13.62 1.63 0.92 0.39 37832 49361 13
4 5 2.23 0.75 13.62 0.97 1.13 0.43 44971 626.27 32
2 3 6 1.95 0.96 13.68 1.29 0.8% 0.4p 50601 447.86 7 2
2 6 1.96 0.76 13.29 1.38 0.76 0.6 50086 604.14 31
3 7 1.85 1.06 12.85 1.02 0.93 0.54 71165 689.75 81
3 6 2.34 0.79 12.86 2.1§6 0.98 0.5p 90182 449.02 60
4 8 2.26 0.56 11.96 2.19 1.03 0.58 110301 514.8967 0.
2 5 2.35 0.36 11.89 1.64 0.96 0.38 126316 568.3648 0,
3 5 2.01 0.23 13.04 1.53 0.36 0.4P 152812 78$.55 27 0|
4 8 1.77 0.86 12.62 1.78 0.56 0.411 32904 542.46 81
5 9 2.18 0.78 12.2] 2.04 0.8% 0.6R 41697 598.84 q
3 6 9 2.69 0.7 12.21 1.11 0.44 0.38 509P9 830.86 0
3 9 2.11 0.7 12.21 1.11 0.69 0.5 58404 667.04 0
4 6 2.66 0.77 12.83 1.08 0.46 0.5 70665 748.28 60
4 6 2.51 0.73 13.06 1.64 1.22 0.54 80176 64455 20
2 7 2.51 0.29 12.69 1.74 0.92 0.54 875[/9 448.13 80
7 10 1.75 0.25 13.071 0.77 0.82 0.62 96805 604.5333 0\
3 9 2.66 0.92 13.44 2.12 1.34 0.68 108653 69(0.17 26 0.
5 8 1.44 1.1 10.98 1.72 1.04 0.4p 49300 356.06 2
5 8 1.62 0.96 11.9] 2.58 1.13 0.411 49319 408.24 8 2
4 6 7 1.55 0.95 11.57 0.71 1.3 0.5 49583 450.68 1
3 5 2.08 0.78 12.44 0.71 1.01 0.5p 501112 62b6.3 1.
2 5 1.57 0.95 12.65 1.78 0.82 0.6/ 52804 502.09 21
2 4 1.51 0.77 10.33 2.63 0.91 0.3b 59569 563.14 90
4 6 1.71 0.42 12.67 3.15 1.04 0.38 6706 606.54 40
4 7 2.06 0.17 12.67 1.78 0.89 0.38 78266 486.94 90
5 8 1.44 1.1 10.98 1.72 1.04 0.4P 49300 356.06 2
3 5 2.25 0.64 11.47 0.84 1.08 0.38 47359 400.19 9 3
3 5 1.84 0.79 12.06 1.04 0.3% 0.3b 47377 321.28 7 3
5 4 6 2.24 0.98 12.27 0.62 0.47 0.3b 47%83 36(0.41 9 2
5 7 1.81 0.56 11.92 0.82 0.94 0.4p 48139 388.18 2 2
5 7 2.64 0.75 11.99 1.28 0.7 0.58 50725 311.64 2
5 9 1.69 0.85 12.48 0.98 0.49 0.58 57224 34959 11
2 7 2.09 0.69 11.25 0.8 0.49 0.66 64387 301.13 1
7 9 2.58 0.75 11.78 0.93 0.61 0.38 75184 274.79 10
6 8 0.48 0.68 12.48 1.07 0.53 0.51 90555 299.09 90
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Table 11. Continued

Run | n, n, h, h, H Wn W y E(A) | ATSy | aATS
3 4 166 | 0.76 | 13.38 | 0.66 0.93 0.52 | 49319 | 378.873| 3.45
3 5 204 | 0.83 | 13.87| 1.65 0.76 0.5 49533| 379.01| 2.86
6 3 5 2.52 0.8 12.1 | 2.44 0.84 0.5 50112 | 380.66 2.5
2 6 1.35 | 0.87 12.1 2.92 0.96 0.58 | 52804 | 385.11| 1.86
2 7 1.7 0.88 | 12.05| 1.65 0.82 0.63 | 59569 | 405.8 1.29
5 7 1.6 0.72| 13.11| 1.27 2.15 0.38 | 67026 | 457.79| 0.87
4 6 1.6 0.48 | 13.3 0.88 1.49 0.58 | 78266 | 515.1 0.65
4 6 1.12 | 0.38 | 11.46| 0.59 1.04 0.31 | 94267 | 601.47| 0.47
4 8 1.72 | 035 | 14.02| 0.44 0.75 0.71 | 97484 | 72444 | 0.41
3 5 223 | 058 | 13.34| 1.21 0.64 0.39 | 53757 | 34493| 251
2 5 213 | 055 | 13.14| 1.16 0.73 0.44 | 53990 | 389.12| 2.08
7 2 4 287 | 0.74 | 13.67| 1.56 0.55 0.53 | 54622 | 437.83| 1.82
1 4 216 | 056 | 12.32| 1.17 0.62 0.49 | 71717 | 511.24| 1.13
1 5 208 | 054 | 1291 | 0.78 0.74 0.47 | 83744 | 615.77| 0.84
4 5 235 | 0.61 | 13.67| 0.88 0.69 0.64 | 100865| 327.34| 0.61
5 7 1.86 | 0.52 | 13.48| 0.67 0.66 0.46 | 104307| 322.04| 0.53
5 7 193 | 031 | 12.65| 0.75 0.89 0.52 | 123055| 322.15| 0.45
3 5 223 | 058 | 13.34| 1.21 0.64 0.39 | 53757 | 34493| 251
3 7 1.84 | 0.76 | 11.19| 1.32 0.86 0.42 | 58973 | 446.72| 2.49
3 6 228 | 0.72 | 12.14| 0.43 0.98 0.37 | 62139 | 470.72| 1.85
8 2 5 1.36 | 0.72 11.8 0.57 0.84 0.31 | 78877 | 531.03| 1.20
4 5 1.8 0.5 12.68 1.15 2.21 0.37 | 92105| 597.5 0.88
4 6 281 | 0.77 12.9 0.86 1.11 0.35 | 110933| 697.7 0.57
5 6 215 | 0.24 | 10.53| 1.56 0.36 0.4 140577 396.23| 0.39
2 4 1.76 | 0.21 | 12.92| 1.08 0.48 0.44 | 171939| 446.72| 0.30
1 4 204 | 0.13 | 12.08| 0.72 0.96 0.26 | 196903| 439.49| 0.27
1 3 235 | 0.17 | 13.88 | 0.54 1.04 0.4 206903 487.29| 0.25
7 10 146 | 0.96 | 12.22| 0.39 0.4 0.43 | 48918 | 416.35| 3.18
4 8 1.65 1.08 | 12.71| 0.31 0.34 0.35 | 49130 | 468.47| 2.64
9 4 8 1.58 1.3 11.45| 0.35 0.9 0.39 | 49706 | 547.02| 2.31
5 7 212 | 121 | 12.06| 1.03 0.75 0.45 | 65262 | 658.87| 1.43
5 6 1.6 1.16 | 11.15| 0.62 1.16 0.38 | 76207 | 477.99| 1.06
3 6 1.54 | 1.58 11.6 0.43 1.23 0.56 | 91787 | 503.67| 0.77
2 5 1.74 | 1.13 | 1046 | 0.31 1.28 0.7 94919| 568.2 0.67
2 5 2.1 1.28 | 10.95| 0.22 1.96 0.48 | 111980| 639.32| 0.57
7 10 146 | 0.96 | 12.22| 0.39 0.4 0.43 | 48918 | 416.35| 3.18
3 6 1.24 | 0.67 | 12.86| 1.66 0.91 0.3 52278| 619.38| 3.72
3 7 1.31 | 056 | 13.82| 1.24 0.78 0.34 | 52504 | 746.53| 3.08
10 5 7 1.36 1.01 | 14.06| 0.83 2.05 0.25 | 53118 | 423.96 2.7
5 6 209 | 0.84 | 11.47| 0.97 1.03 0.29 | 55972 | 513.08| 2.08
4 7 0.62 0.9 14.08| 1.15 1.15 0.34 | 63143 | 578.82| 1.39
2 6 052 | 095 | 12.64| 0.94 0.77 0.46 | 71047 | 651.27| 0.93
2 5 1.39 | 0.92 11.4 1.04 0.92 0.43 | 82961 | 760.49 0.7
1 4 1.16 | 053 | 11.93| 1.19 1.06 0.36 | 99923 | 718.16| 0.56
3 6 1.24 | 0.67 | 12.86| 1.66 0.91 0.3 52278| 619.38 | 3.72
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Table 11. Continued

Run

H

E(A)

ATS,

a.

n, n, 1 5 Wn W, AATS
5 7 1.72 1.03 12.04 1.0§ 0.37 0.46 37839 42254 91
5 8 231 0.76 14.78 0.65 0.98 0.39 47951 47543 40
11 6 7 1.74 0.73 13.27 0.45 0.81 0.53 58648 55515 40
4 6 1.67 0.86 11.97 0.32 0.67 0.38 67164 52426 90
4 5 1.48 1.16 12.52 1.45 0.46 0.51 81263 380,33 40
4 5 2.27 0.94 12.63 0.97 0.58 0.35 92202 34198 80
3 4 121 1.45 11.77 0.73 0.66 0.44 100715 399.32 49 O
2 5 1.06 0.93 12.18 0.52 0.92 0.5 111325 48097 80
2 5 2.16 0.95 10.98 1.14 0.69 0.71 124951 348.93 36 0O
2 3 1.33 0.27 12.87 0.94 0.78 0.38 129%32 367.67 35 O,
5 7 1.08 0.84 12.9 1.27 0.61 0.6p 789P6  455/22 2
12 5 9 1.04 1.03 13.12 1.1§ 0.7% 0.55 95145 42989 71
4 8 1.6 0.92 12.75 1.65 0.67 0.38 120570 31187 80
6 8 0.46 0.83 12.82 0.48 0.6 0.5/ 147469 28042 20
2 8 0.65 0.87 13.35 0.67 0.63 0.56 168880 327.44 470
2 7 0.47 0.88 14.2 0.49 0.64 0.4 204304 39439 80
2 5 1.07 0.82 12.8 0.83 0.59 0.4p 231835 28612 10
5 6 1.25 0.96| 13.14 0.6§ 0.6% 042 53320 36471 62
13 3 5 177 0.85 12.17 0.77 0.97 0.31 53561 42587 72
2 4 0.51 131 12.66 1.08 2.24 0.4 5419 402,17 2
2 5 0.74 0.7 11.42 0.95 1.92 0.28 71185 291,76 1
4 6 1.77 0.61| 13.65 0.79 1.58 0.3p 83065 26234 50
4 7 1.56 0.96| 13.26 0.54 2.24 0.4 100047 30633 90
4 7 2.4 0.52| 13.34 0.8] 1.16 0.56 103461 368.96 q
1 5 1.28 0.49| 13.88 1.09 0.76 0.76 122058 413.63 51 O
3 5 2.53 1.06| 10.82 0.83 0.74 049 61921 314)/07466 2
14 3 6 2.01 15 8.83 0.68 0.61 04 65245  366|73 1.
2 6 2.85 0.78| 10.84 0.54 0.5 0.33 82820 44172 1
4 7 1.48 0.51| 13.52 0.39 0.34 022 96710 32045 40
4 5 0.97 0.54| 13.5] 0.49 0.44 0.29 116479 621.76 96 O
4 5 1.02 1.33 12.59 0.54 0.5 0.38 147605 58717 60
7 9 1.39 0.52| 13.03 1.9 1.7 0.57 180%36 42596 80
4 5 1.22 0.47| 11.09 0.99 0.88 0.6 45864 49466 52
15 3 5 1.08 0.34 11.15 0.69 0.58 0.64 51740 35886 71
3 7 1.67 0.48| 11.6% 0.6§ 0.61 0.44 58218 32267 51
3 7 0.89 0.31| 11.74 1.69 151 041 67981 37678 60
2 6 0.78 0.39| 11.75 1.29 0.49 0.4 81878 453,82
2 4 1.28 0.44| 10.95 1.14 0.34 0.31 103757 508.76 34 O
1 5 0.66 0.62| 11.33 0.74 0.43 0.3p 126906 4023 60
4 5 2.34 1.08| 11.21 0.85 0.57 042 61165 38623 53
16 4 6 1.32 2.29| 13.76 0.54 0.47 0.3p 614P9 42867 62
3 6 1.72 0.66 | 14.47 0.4§ 0.89 028 62148 42921 12
3 5 1.13 0.92| 14.44 0.34 0.9 0.3l 65487 372/45 1
2 4 2.33 0.85| 13.47 1.07 0.78 035 73877 36174 91
5 7 2.32 0.7 13.03 0.96 0.89 0.59  831p4 448,59 0
2 5 1.55 091| 11.74 0.69 0.99 069 97064 52382 50
1 5 112 0.39| 11.98 0.49 0.63 041 116909 628.23 46 O
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Figure 8.Sensitivity analyses on E(A) and AATS of the pragbsnodel based on some runs in table (11).

As shown in figure (8), when the parameters sgeon the corresponding center points (main
parameters), the E(A) and AATS results are bettan tthe results of runs in which the upper and
lower bounds are considered for the parameters.

7- Conclusion and recommendationsfor futureresearch

In this paper, we developed a multi-objectivedsiousing NSGA-II for the economic-statistical
design of VSSI-MEWMA-DW.L control chart for monitowg multivariate manufacturing process. We
extended the Lorenzen and Vance cost function deroto consider multiple assignable causes that
shift the mean of the process. Moreover, multitarifBaguchi loss approach was used to consider
external costs as well as internal costs. The roairibution of this paper was proposing a multi-
objective model by considering different assignatdeses. A numerical example was provided to
illustrate the proposed methodology. The obtair@dti®ns defined a Pareto optimal set of solutions
which increases the flexibility of the VSSI-MEWMAMIL control chart in practice and provided a
variety of solutions for decision makers and mamagé&urthermore, the results showed that
economic-statistical design of VSSI-MEWMA-DWL caropide better statistical measures while the
cost is not significantly increased. In order tadst the effects of different cost parameters on the
solutions, some sensitivity analyses were performide results showed that underestimating the
main parameters of the cost function leads todegected cost in comparison with overestimation of
these parameters. Economic-statistical design @N\NMEWMA control chart that considers shift in
the mean and covariance matrix simultaneously alihg more objective functions to account for
preventive maintenance are suggested for futusareles.
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