Proposing an approach to calculate headway intervals to improve bus fleet scheduling using a data mining algorithm
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Abstract
The growth of AVL (Automatic Vehicle Location) systems leads to huge amount of data about different parts of bus fleet (buses, stations, passenger, etc.) which is very useful to improve bus fleet efficiency. In addition, by processing fleet and passengers’ historical data it is possible to detect passenger’s behavioral patterns in different parts of the day and to use it in order to improve fleet plans. In this research, a new approach is developed to use AVL data to investigate relationship between headway change and passenger downfall rate. For this purpose, a new method is developed that is called Intelligent Headway Selection (IHS) approach. The aim of this approach is finding similar days from passengers’ behavior perspective in the dataset and by focusing on unusual patterns of each group, headway changes effects on passenger downfall rate is being studied. In this approach, in the first step, each day is classified into specific time periods (like half of hours) and the passengers’ behavior pattern is detected for each day during the specified time periods. Then, in the K-Means algorithm, Euclidian distance measure is replaced with Dynamic Time Warping (DTW) algorithm to enable the K-Means to compare time series. The modified K-Means algorithm is used to compare days in the dataset and categorize similar days in the same clusters. Then, headway – passenger per minute plot is created for each time period to detect unusual patterns. Then, a Headway Interval Detection Procedure (HIDP) is developed to use these unusual patterns to find suitable headway values for each time period. Afterwards, these plots merged and the final headways are calculated.
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1- Introduction
Public transportation is one of the main alternatives for intercity travels in metropolises. Public transportation efficiency has many benefits for city, people, environment and etc. In other hand there are many challenges to increase efficiency and effectiveness of public transportation. Bus fleets are the most popular transportation alternative especially in Iran. Because of this popularity, bus fleet design, plan and management always involves much complication. Bus fleet design consists of five major steps.
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1. Transportation network design: in this step the transportation network including bus lines, stations and line routes will be defined.
2. Calculate the efficient frequency for each path (calculate efficient headways): after defining bus lines, it’s necessary to calculate headway for each line. Headway is the time interval between two sequent bus departures from the first station.
3. Designing the time tables: after defining headway, time table for every line will be created. These tables describe bus travel details for every line.
4. Bus Scheduling: finally, it’s necessary to calculate how many buses are required for the designed network. Then, a plan is prepared to determine how each bus should serve in transportation network. This step will use techniques like dead head trips (the inter network trips to move a bus from one line to another one) to serve designed network with minimum number of buses.
5. The Crew Scheduling: this step includes scheduling of drivers and supervisors.

In bus fleet network design, output of each step is an important input for next one, but among all of them, headway is the key step for all other steps. Station headway can be defined as the maximum passengers’ waiting time for bus arrival. Headway is not same in different times of day and also different days a week for every line. Therefore, headway acts as a basis to design time tables, line frequency and bus scheduling. In other words, if suitable headway for each bus line couldn’t be found, next steps of bus fleet design will lose their accuracy. In other hand headway has a real impact in other network factors like passenger satisfaction, fleet costs, and load factor. Therefore, providing the balance between efficient headway, passengers’ satisfaction and fleet costs is one of the most important and complicated issues in bus fleet management problems. Therefore, calculation of appropriate headway is one of the most important aspects in last decade’s public transportation research.

The three main contribution of this paper are a) proposing a methodology based on AVL historical data, for assessing the effect of change in headway on passenger behavior (Intelligent Headway Selection). b) developing a visual-based methodology to determine the proper headway interval for each bus line and then developing related computerized algorithm based on the methodology (Headway Interval Detection Procedure) and c) representing a flexible managerial package for headway instead of specific value to enable decision makers to choose the suitable headway values based on their criteria, priorities and managerial requirements.

1-1- AVL Systems

Considerable improvements in information and communication technologies such as GPRS and GPS caused rapid growth in using AVL systems in metropolises. In these systems, every vehicle is equipped with a GPS module which gather vehicle’s location information from satellites and GPRS module (or 3G module in some cases) that send gathered data to a central server. The central server has critical functions that process all data to provide valuable reports for fleet managers to make the appropriate decisions. Based on different requirements of the cities, AVL systems developed with different architecture. But all of them has a unique and important function which is online data gathering. This function enables AVL systems to process huge databases of buses, stations, lines, passengers and their effect on each other. AVL central server uses the raw data in three main subsystems:

1. Real time passenger information (RTPI): This subsystem uses AVL online data to inform passengers about fleet network state.
2. Fleet management: This subsystem uses AVL online data to inform fleet managers about buses and drivers, and to help them to monitor network performance.
3. Traffic management: This subsystem supposes that every bus is a traffic node and the data in the traffic center will be updated with the most recent traffic states.

Furthermore, these raw data will be used as an input in further processes. These processes use raw data to improve fleet monitoring, planning and scheduling using time space analysis. In other words, this data will be processed to determine bus fleet efficiency and design new plans to improve fleet performance. In other hand, AVL systems has so much dependency on
data quality (it’s absolutely inefficient with wrong data). Therefore, data accuracy and consistency is critical in AVL systems’ functionality.

1-2- Literature review

For a long time researchers focused on the bus scheduling aspect of the bus fleet planning problems (fourth step in bus fleet design). For example, Lobel (1999) defined the scheduling problem as a linear programming problem and solved it with a cut and branch method. Rahin and Kwan (1999) developed an object-oriented solution based on VAMPIR algorithm that improves the solution by running repetitive rounds. Mesquita and Paixao (1999) used a search tree method to find an exact result. They used modified version of cut and branch method to solve the considered problem. Banihashemi and Haghani (2000) defined a scheduling problem in an actual condition in multi trip state. In addition, Banihashemi and Haghani (2002) applied a heuristic algorithm to improve the proposed method. Freling and Wegelmans (2001) used cut and branch method in a single path and fixed vehicle state to solve the scheduling problem. Huisman et al. (2004) used dynamic programming for bus scheduling. In addition, they removed the fixed time trip assumption from this problem and used a heuristic algorithm to solve it. Yan (2007) solved the scheduling problem in a competitive environment. He formulated a nonlinear integer programming model and implemented it in one of Taiwan cities. Chang-Sheng (2010) considered all of the stockholders requirements and expectations on the model. He used simulated annealing to solve his model.

On the other hand, some researchers focused on headway planning as one of the most important aspects of bus scheduling. Adebisi (1986) developed a mathematical model to determine the headway variants in fixed bus routes. Oudheusden and Zhub (2000) used a linear programming method with two heuristic algorithms to solve this problem. Yang (2008) used artificial intelligent algorithms to find out the suitable headway value. Matias (2010) used historical data to find number of headways which is needed for each day. In addition, he used a method to update this value in certain periods of time. Sun et al. (2008) used genetic algorithm to find out the suitable headway in bus rapid transit (BRT). Hairong and Changsha (2009) modeled the time table scheduling as mixed integer nonlinear programming. This research improved the genetic algorithm to solve this model. Yu et al. (2011) used genetic algorithm for regular bus fleets too. Liu et al. (2010) developed an exploratory hazard based analysis to determine the first discharge headway. Li et al. (2013) developed an expected value model for optimizing the multiple bus headways.

With growth in communication technologies, AVL systems have been applied in metropolises and as a result, they gathered huge amount of robust data about bus fleets, passenger behaviors, lines and their influence on each other. Many researches use data mining algorithms on historical data of bus scheduling problem. Some of the researches used data to develop a framework for fleet performance determination. Cheng et al. (2004) used APC (Automatic Passenger Counter) data to predict bus arrival time for each station. Geneidy et al. (2011) developed a method to determine transit performance using AVL and APC data. Mandelzys and Hellinga (2010) proposed a methodology that used AVL-APC data for identifying bus stops that are not meeting performance standards for scheduling. Chen et al. (2013) used AVL real time information to develop a strategy based on dead head trips. That strategy used backup vehicles to prevent headway irregularity. Barbin et al. (2013) analyzed AVL raw data to measure service level of bus regularity at each bus stop. Literature review indicates that the historical data are rarely used for headway value detection in most of the former researches while are mostly used in bus scheduling area. Furthermore, in the most of the researches about headway optimization, the final result is a single value for headway. But there are many factors in public transportation planning that affect the headway value and the priority of these factors constantly changes. Therefore, instead of presenting a single value for headway, proposing a managerial package with enough flexibility to support adaptation with different circumstances is a necessity.

In this research, data mining is used as a suitable approach to analyze the historical data and identify the logical link between different headways' value and passengers' behavior. Therefore, the impact of headway on passengers' behavior could be found out. In addition,
this paper proposes a procedure to provide a flexible managerial package which can help
decision makers to choose different values, instead of one fix headway, in different
circumstance. This research consists of four major sections. After introduction, in the second
section, the proposed approach by this research will be described using CRISP-DM
methodology. In third and fourth section, the proposed approach is deployed on a real case
study and the results are examined in details. Finally, the managerial applications of the
approach and future researches are described.

2- Intelligent Headway Selection Approach

In this research CRISP-DM methodology is used to provide a structured approach to solve
the problem. CRISP-DM proposed a process-based approach to perform data mining projects.
CRISP-DM is independent from business and technology. Therefore, it can be used in any
industry. The main steps of the CRISP-DM as follows.

2-1- Modeling

This stage of CRISP-DM, details of the proposed approach is stated and data mining
techniques are specified to analyze dataset and solve business problem.

In this research the main focus is on finding the most suitable headways (and not a single
value for it) using historical data that generated in AVL systems. In this paper, suitable
headway results in least passenger downfall rate. For this purpose, an idea about similar days
was developed. Inthis regard, the focus is on finding similar days (from passenger behavior
perspective) and put them in the same groups. Similar days in this research mean similarity in
whole day pattern and not necessarily equality in each part of the days. After finding similar
days, passenger patterns for each group will be compared. In this case it is expected to detect
days with similar patterns in each time period (which is determined in the previous phase).
However, in real applications there are always unusual patterns (in headway or passenger
behaviors) which will help decision makersto investigate the relationship between headway
changes and passenger behaviors. Therefore, modeling phase of the proposed approach
consists of three general steps as follows.

2-1-1- Creating daily chains

Initially, passengers’ behavior should be observed to find the patterns of each day. For this
purpose, it could be assumed that each day is a chain of specific periods in preparation phase.
For example, each day could be assumed as a chain of 24 time interval so that each interval
is one hour. For each of the periods, the averages of headway and number of passengers are
calculated in the preparation phase. Therefore, if passenger’s behavior could be determined in
each of the periods, it can be considered as a day to create a chain for it.

To achieve this purpose, the approach used K-Means algorithm on time periods and
categorize them into different clusters based on passengers’ behavior similarity. In other
words, the dataset is a collection of time periods with corresponding headway and number of
passengers for the period.

K-Means is one of the most popular clustering algorithms in data mining which is used to
cluster N observation (in this research record) into K clusters so that each observation is
dedicated to the cluster with the nearest mean. It is possible to use different distance measures
such as Euclidean distance measure initially, the appropriate number of clusters (k) should be
determined. In addition, the start point is very important in K-Means so that different start
points can result different clusters.

After clustering the time periods, the center of each cluster can be used to label it. For each
cluster center, passenger per minute value needs to be calculated. Afterwards, clusters will be
ordered based on their value of clusters center to label them. Since each time period has its
label, it can be used to build the daily pattern. To achieve that, each time period will be
replaced with its label in the day. After that, each day is a chain of labels that shows the
passenger pattern for the entire day.
2-1-2- Similar Days Detection

After creating a daily pattern for each day of the dataset, these patterns could be used to compare them with the others. In this phase, the K-Means is used again to cluster these patterns into similar groups. In this case, data records are time series and it is not possible to use Euclidian distance as a distance measure. Dynamic time warping is an algorithm to measure similarity between two time series which vary in x or y. Therefore, DTW is used instead of Euclidean distance measure.

For this purpose it’s necessary to choose an Implementation of DTW with suitable time complexity. In general computing DTW requires O (n^2) but there is an implementation which computes it with O (n) called Fast DTW. Therefore in this research instead of DTW, FastDTW is used to modify K-Means.

The modified version of K-Means is capable of comparing different time series and clustering them based on their similarities.

2-1-3- Create headway - passenger / min plot

In this case, similarity is defined as the compliance between similar time periods of the days. Based on the defined similarity, it is aimed to detect specific patterns that present a useful insight about relationship between headway changes and passengers’ behavior and their downfall rate.

For this purpose, a plot will be drawn that contains headway value (X-axis) and passenger / min (Y-axis). These plots would create a clear understanding of passenger behavior in different headways. Figure 1 shows steps of the modeling phase in the proposed approach.

2-2- Headway Interval Detection Procedure

This stage of CRISP-DM is aimed to analyze the detected patterns. In addition, in this phase it’s needed to assess the results to find whether they meet the business requirements that are specified in the first phase (business understanding).

The drawn plots show relationship between headway changes and number of boarded passengers’ per minute (especially for time table stations).

The obtained plot pattern for each time period such as \( t \) has a different shape, but there is a repetitive pattern in all of them. In each plot, there is a time interval for headway that has the maximum value of passengers per minute. This interval can be very small (depending on the data set size) and also if data noises are ignored it would have almost zero slopes. To
determine the mentioned interval for each time period, an algorithm with the following steps is proposed:

1. Finding the point with maximum value of passenger / minute and name it as \(D_m\).
2. Defining \(n\) as number of adjacent points plus \(D_m\). Default value for \(n\) is 2.
3. Defining \((t = \infty)\) as suitable headways error and \((f = D_m)\) as final headways.
4. Creating different combinations with \(D_m\) and its \((n-1)\) adjacent and calculate headways error for each combination with following formula.
   \[
e = \frac{\text{Sum of the distance of adjacent points}}{n}
\]
5. Choose the lowest value of \(e\) in different combinations of \((n)\) and name it as \(e_n\).
6. If value of \((e_n)\) is lower than or equal \((t)\), put \((t = e_n)\), \((f = \text{the combination with value } e_n)\), \((n = n+1)\) and jump to step 4 again. Else terminate the algorithm and print value of \((f)\).

Figure 2 shows the flow chart of this algorithm.

Figure 2. Flowchart of headways select algorithm

The final result of this algorithm shows the suitable headways for that time period in the selected cluster.

3. Case Study
   In this section, the proposed approach is applied in an Iranian metropolis named Mashhad.

3-1- business understanding
   Mashhad has one of the biggest bus fleets in Iran. Therefore, it requires an accurate plan for the buses that serve for this fleet. In Mashhad’s fleet management, headway values are set by experience. Therefore, it is expected to have a lot of problems with these values and also there are a lot of complaints from passengers about long waiting times and extremely crowded buses. The bus fleet managers increase the numbers of buses several times but this decision usually do not have the expected effectiveness.
3-2- Data Understanding

In Mashhad’s AVL system, there are about 3000 buses and they send their GPS data every 20 seconds with GPRS. In addition, each bus collects GPS data every 5 seconds and saves it in its internal memory. At the end of the day, when the buses return to the terminals, all their data will be transferred to terminal repositories and send them to the main server through terminal networks. There are two types of data in this AVL system: a) Online data which every bus collect and send every 20 seconds and b) offline data which every bus collects every 5 seconds and send them all at end of the day. In fact central system uses the online data for daily monitoring and offline data to calibrate and accurate the previously sent data. In addition, AVL uses offline data to create more detailed reports about system performance. Therefore, there is a huge amount of data in this system that can be used for this study.

Mashhad's database consists of a lot of tables which is used in different parts of the system. But most of them are obtained through post process of the basic table called Track Point. Track point table consist of spatial data which each bus send in online or offline status. These data forms the basic data for Mashhad's AVL system and most of the other data is obtained through processing on these data. Table 1 shows the important fields of Track point table.

3-3- Data Preparation

The first step of the process is to choose the data and make sure that the data is valid and reliable. It is required to check data and any invalid, outliers and in some cases, suspicious data should be removed. In some cases data removal could cause a gap in dataset and cause some problems in the results.

Table 1. The main fields of Track Points

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point</td>
<td>A geographical point of the bus in the time of data sending</td>
</tr>
<tr>
<td>Speed</td>
<td>Bus Speed in the time of sending data</td>
</tr>
<tr>
<td>Direction</td>
<td>Direction of the bus</td>
</tr>
<tr>
<td>Time</td>
<td>The time that GPS module gathered data</td>
</tr>
<tr>
<td>Saved Time</td>
<td>The time that this data received in server and saved in database</td>
</tr>
<tr>
<td>Passenger On Board</td>
<td>The number of the passengers which boarded till this track point data. The difference between 2 track points in this field that shows the number of passengers which boarded between them</td>
</tr>
<tr>
<td>Vehicle</td>
<td>The bus which sent this data</td>
</tr>
<tr>
<td>Line</td>
<td>The line which the bus working in ( one bus can work in different lines in different time of day)</td>
</tr>
</tbody>
</table>

For example, when invalid track points were deleted, a gap in the bus arrival time chain has been made that create fault in headway calculation. In such cases, it’s recommended to stimulate data in these gaps and fix wrong data. In this case, if there were more than three wrong data in any half hour, the entire record was removed from the datasets (our analysis is based on half hours of every day which will be explained in next sections).

Mashhad’s AVL data preparation includes three steps. In the first step, a dynamic algorithm is developed to choose a station for headway determination. In the second step, an algorithm is developed to find out the suitable time interval for those stations. The suitable time interval means the interval that chosen station has enough data with the desired quality. Finally, in the third step Mashhad’s data is converted to appropriate dataset for the proposed approach.
3-3-1- Choosing appropriate station

To determine the suitable headway values for a bus line, an appropriate station with the much population in the considered line should be selected. If the suitable headway value can be found for the station, these headways are usable for the entire line.

A dynamic algorithm is used to find the most populous stations in the city. The target station is a station which has the most population of passengers among other stations during entire of day. With this definition of populous, the suggested algorithm first will find the most populous zones in the city. In each cycle, the populous zones were narrowed down into some sub-zone and these cycles goes on until candidates ‘populous stations were found. The output of the algorithm in Mashhad’s data is two stations that match considered criteria and one of them is selected for the next step.

3-3-2- Finding appropriate time interval for the selected station

The next step of data preparation aimed to prepare time period for data with least data fault. There are many potential faults in AVL systems. GPS modules could become faulty, GPS satellite can become inaccessible for minutes, buses could go to dead zones and GPRS fails to send data and so on. Any of these faults could make data loss in AVL system. In this regard, proper time period needs to be found which means that in that period of time all of the buses in this line send proper data to the server. It’s obvious that there is no perfect period but still the period of time with least data loss could be selected. In this phase, each day stations’ data will be checked and the days which have so many data losses will be removed. Afterwards, the time period that had the least missing days in it will be selected. The suitable time period was between 17 Aug 2014 and 13 Dec 2014. There were 116 valid days in this period. Table (2) shows the dataset of this step.

Table 2. chosen station sample data

<table>
<thead>
<tr>
<th>Bus Arrival Time</th>
<th>Bus Departure Time</th>
<th>Passengers On Board</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/17/14 9:19:00</td>
<td>8/17/14 9:19:59</td>
<td>23</td>
</tr>
<tr>
<td>8/17/14 9:37:45</td>
<td>8/17/14 9:37:45</td>
<td>16</td>
</tr>
<tr>
<td>8/17/14 9:57:52</td>
<td>8/17/14 9:58:24</td>
<td>29</td>
</tr>
<tr>
<td>8/17/14 10:08:22</td>
<td>8/17/14 10:08:22</td>
<td>15</td>
</tr>
<tr>
<td>8/17/14 10:38:07</td>
<td>8/17/14 10:38:07</td>
<td>12</td>
</tr>
</tbody>
</table>

3-3-3- Converting Mashhad’s data to suitable dataset for proposed approach

The final step of data preparation phase is to cast AVL system data to provide suitable data input for the proposed approach in this research. In this research, each day is categorized into 29 half hours (bus fleet working time is not 24 hours). These half hours are supposed as input data for comprehensive analysis. These half hours will be used to create passenger behavioral patterns for each day. For this purpose, the averages of headway values and number of passengers for each half hour should be calculated. In the table (2), the difference between each row's arrival time and previous row departure time will result in the headway value of each row. After this calculation, the average of headway passengers for each half hour, a day
was found which result in 3624 rows of data. A sample of the final result of data preparation phase is shown in table (3).

Table 3. An example of average of headway and boarded passengers for each half hour in each day

<table>
<thead>
<tr>
<th>Half of hour Start</th>
<th>Half of hour End</th>
<th>Boarded Passenger Average</th>
<th>Headway average</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/23/14 6:30:00</td>
<td>10/23/14 7:00:00</td>
<td>15.5</td>
<td>9.196000099</td>
</tr>
<tr>
<td>10/23/14 7:00:00</td>
<td>10/23/14 7:30:00</td>
<td>14.66699982</td>
<td>7.382999897</td>
</tr>
<tr>
<td>10/23/14 7:30:00</td>
<td>10/23/14 8:00:00</td>
<td>12</td>
<td>13.32800007</td>
</tr>
<tr>
<td>10/23/14 8:00:00</td>
<td>10/23/14 8:30:00</td>
<td>13</td>
<td>8.079000473</td>
</tr>
<tr>
<td>10/23/14 8:30:00</td>
<td>10/23/14 9:00:00</td>
<td>14.5</td>
<td>12.2329998</td>
</tr>
<tr>
<td>10/23/14 9:00:00</td>
<td>10/23/14 9:30:00</td>
<td>20.33300018</td>
<td>9.949999809</td>
</tr>
<tr>
<td>10/23/14 9:30:00</td>
<td>10/23/14 10:00:00</td>
<td>18.33300018</td>
<td>10.01099968</td>
</tr>
<tr>
<td>10/23/14 10:00:00</td>
<td>10/23/14 10:30:00</td>
<td>15.5</td>
<td>10.30000019</td>
</tr>
<tr>
<td>10/23/14 10:30:00</td>
<td>10/23/14 11:00:00</td>
<td>15</td>
<td>14.85000038</td>
</tr>
<tr>
<td>10/23/14 11:00:00</td>
<td>10/23/14 11:30:00</td>
<td>9.33300018</td>
<td>9.522000313</td>
</tr>
<tr>
<td>10/23/14 11:30:00</td>
<td>10/23/14 12:00:00</td>
<td>10.66699982</td>
<td>10.5170002</td>
</tr>
<tr>
<td>10/23/14 12:00:00</td>
<td>10/23/14 12:30:00</td>
<td>5.33300018</td>
<td>9.92800045</td>
</tr>
</tbody>
</table>

3-4- Modeling  
3-4-1- Daily chains creation

As mentioned in the previous section, first step of the proposed approach is to find out and cluster days with similar passengers’ patterns. For this purpose, finding daily pattern of each day is necessary. Figure (3) shows the scatter plot for headway-passenger in different half hours in different days which was created in the previous step. The X-axis shows headway value and the Y-axis represents the number of passengers.

Figure 3. Scatter plot of headway-passenger for every half hour
This plot indicates that there are similar behaviors in different half hours and different days. In other words, these data could be put in different groups based on passenger arrival rate per minutes for each half hour. K-Means algorithm is used with different K values (K=3, 4,..., 11). For each K, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) have been calculated to choose suitable number of clusters. Table (4) shows the SSE, AIC and BIC for each value of K (for all of them the lower number is better).

Table 4. AIC and BIC values for different K in k-means

<table>
<thead>
<tr>
<th>K = 3</th>
<th>K = 4</th>
<th>K = 5</th>
<th>K = 6</th>
<th>K = 7</th>
<th>K = 8</th>
<th>K = 9</th>
<th>K = 10</th>
<th>K = 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>79.226</td>
<td>76.457</td>
<td>74.377</td>
<td>74.159</td>
<td>70.615</td>
<td>71.091</td>
<td>72.417</td>
<td>73.720</td>
</tr>
<tr>
<td>BIC</td>
<td>78.258</td>
<td>77.158</td>
<td>76.362</td>
<td>73.766</td>
<td>71.301</td>
<td>72.564</td>
<td>71.658</td>
<td>72.611</td>
</tr>
<tr>
<td></td>
<td>70.3905</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the BIC and AIC evaluation for different values of K, it is shown that the suitable number of K is seven. Result of clustering are shown in the table (5). For each cluster center, the "Passenger per Minute" value was calculated by allocating the passengers to headway. This value shows the average arrival rate for the considered cluster. Each cluster is labeled with this number. Therefore, cluster with the biggest passenger per minute is labeled with 0 and the cluster with least value is labeled with 6 as it is shown in table (5).

Each day consists of 29 half hours that each half hour is replaced with its cluster label and, as a result, each day in data set is shown with a chain of clusters.

Table 5. Clustering result for half hours

<table>
<thead>
<tr>
<th>Cluster Label (Value)</th>
<th>Cluster 0</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Cluster 5</th>
<th>Cluster 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1082</td>
<td>42</td>
<td>114</td>
<td>387</td>
<td>465</td>
<td>618</td>
<td>916</td>
</tr>
<tr>
<td>Center Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Headway Average</td>
<td>8.3</td>
<td>28.3</td>
<td>8.106</td>
<td>16.666</td>
<td>15.014</td>
<td>8.467</td>
<td>8.798</td>
</tr>
<tr>
<td>Passenger per Min</td>
<td>1.125</td>
<td>0.106</td>
<td>2.87</td>
<td>0.610</td>
<td>0.158</td>
<td>1.68</td>
<td>0.515</td>
</tr>
</tbody>
</table>

Table (6) shows this procedure for a sample day (Sep 19 2014).

Table 6. Day pattern for Sep 19 2014

<table>
<thead>
<tr>
<th>6:30 – 7:00</th>
<th>7:00 – 7:30</th>
<th>7:30 – 8:00</th>
<th>8:00 – 8:30</th>
<th>8:30 – 9:00</th>
<th>……</th>
<th>20:30 – 21:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 3</td>
<td>Cluster 4</td>
<td>Cluster 4</td>
<td>Cluster 3</td>
<td>Cluster 3</td>
<td>……</td>
<td>Cluster 4</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>……</td>
<td>6</td>
</tr>
</tbody>
</table>

The full day pattern for 19 Sep is stated as follows:

4 - 6 - 6 - 4 - 6 - 4 - 4 - 4 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6 - 4 - 6

By using this idea a daily pattern for each day in our dataset could be created.
3-4-2- Finding the similar days

Now the behavior pattern of each day is extracted and it can be used to find and categorize similar days in the dataset. For this purpose, the K-Means algorithm can be used again to cluster the days. But data set of the days is not simple points and so popular distance measurement algorithm like Euclidean distance can’t find proper distance between the data. As shown in the table (4) each day has a time series which shown passenger arrival pattern of that day. As it mentioned previously, in this condition DTW as an appropriate distance measure has been applied. Therefore, to cluster days, the distance measurement method in the K-Means algorithm is changed and Euclidean distance is replaced with the Fast DTW algorithm. The rest of the algorithm is exactly the same as the default version of K-Means. This algorithm used with different k values again (k=3 ...9) and AIC and BIC measures have been calculated for different values of K parameter as shown in table (7).

Table 7. AIC and BIC values for different K in clustering days

<table>
<thead>
<tr>
<th>K</th>
<th>AIC</th>
<th>K=4</th>
<th>K=5</th>
<th>K=6</th>
<th>K=7</th>
<th>K=8</th>
<th>K=9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>118406</td>
<td>134513</td>
<td>146832</td>
<td>150285</td>
<td>148713</td>
<td>145871</td>
<td></td>
</tr>
<tr>
<td></td>
<td>120309</td>
<td>135109</td>
<td>147842</td>
<td>151681</td>
<td>142581</td>
<td>150951</td>
<td>146510</td>
</tr>
</tbody>
</table>

Based on the AIC and BIC values, the suitable number of K is three that have been explained as follows.

1. The first cluster (Cluster A) consists of 22 days which most of them are off days. Among these 22 days, 17 days were Fridays (which is weekend in Iran), four of them are religious holidays. Finally, one of them was a regular day and it is assumed as an outlier which is caused by data faults.
2. The second cluster (Cluster B) includes 30 days. Most of the days in this cluster were those before holidays. In addition, there were some of wednesdays in this cluster. In Iran some schools and most of the companies (especially in public sector) are close in the Thursday too and so this had some effect on Wednesday’s patterns. In addition, there were two regular days in this cluster.
3. The third Cluster (Cluster C) contains 64 days. The most significant attribute of this cluster is containing regular work days. There was not any suspicious data in this cluster.

3-4-3- Headway - Passenger per Minute plots creation

After clustering similar days, headway’s effect on passenger downfall rate could be considered for more investigation. Similarity in days is based on the pattern of the whole day and not necessarily similarity of each half of hours’ pattern. Figure 4 shows headway – passenger per minute plot for time interval 7:00 – 7:30 in the cluster A. Each point in the plots represents one day in the cluster A.

This plot shows that in most of the days of cluster A, the passenger per min value has similar (not equal) values in different days. But there are some unusual patterns which are important for behavior analysis.

Based on the above explanation, for each time period of a cluster, the plot (figure (4)) has been drawn.

3-5- Applying Headway Interval Detection Procedure

It is shown a repetitive pattern on the obtained plots. If the noises are not considered, in all the plots there is a specific pattern (which can be too small) that has the absolute maximum with zero slopes. For example, in figure 2, this specific pattern is between headways with value 14.8 and 15.3. To find the headway interval in figure 4, the proposed algorithm is applied. The point with the maximum number of passenger/min in figure 4 is A. Then, for different values of (n), the error for different adjacent of A is calculated that has been shown in table 8. This table shows the appropriate value of n is three and the best adjacent points for A, are B and C.
Results of the proposed algorithm for headway values show an important finding. If headway is set between this time intervals, on-board passenger rate per minute could be intensified to its maximum and so the minimum downfall of the passengers would have been happened. In other words, this plots shows when the headway value is bigger than specified time interval, the passengers will prefer to use other transportation modes. In addition, when the headway value is lower than this time interval, fewer numbers of passengers will be boarded. Therefore, the historical pattern in data shows that there is a time interval for headway in each time period.

In this approach, 29 headway intervals will be found which each of them is for one time period. But in the real world it is not possible to use 29 different headways for each day. But most of these headway intervals have overlap with each other. In other words, many of them could be merged together and create one common headway interval for the whole day.

Figure (5) shows an example of this state for cluster C. Five time periods has been chosen for cluster A and efficient headway interval (which is driven from the headway-passenger per Minute plots) is specified for each of them. Obviously, these intervals have a common interval between 14.1 and 14.7 (which is determined with two dotted lines). Therefore, instead of using five headways for the selected time periods of cluster C, one headway interval (14.1 – 14.7) can be used.

Based on the overlaps, the optimum number of headways can be identified. The table (9) describes the optimum number of headways and headway intervals for each cluster. The first column of table (9) shows the cluster label and the second column describes the headway intervals. The first row of this table is the final time periods for each headway, and the second row show the efficient headway interval for the time period (by minutes).
Figure 5. headway interval overlaps in cluster C day’s morning

Table 9. The final headway values for Mashhad’s dataset

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Time period</th>
<th>7:30 – 12:30</th>
<th>12:30 – 17:00</th>
<th>17:00 – 20:30</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Headway interval</td>
<td>14.1 – 14.7</td>
<td>19.2 – 20.8</td>
<td>16.4 – 18.6</td>
</tr>
<tr>
<td>B</td>
<td>Headway interval</td>
<td>12.3 – 13.5</td>
<td>16.2 – 17</td>
<td>8.4 – 9.5</td>
</tr>
<tr>
<td>C</td>
<td>Headway interval</td>
<td>5.1 – 6.9</td>
<td>10.5 – 12.2</td>
<td>15.1 – 15.9</td>
</tr>
</tbody>
</table>

4- Conclusion

Bus headway detection was one of the most challenging issues in the public transportation systems. There are a lot of factors and complications in this problem and any fault in headway determination will increase passengers waiting time and passengers downfall rate. Moreover, big growth in information and communication technologies results in considerable improvements in AVL systems that enables them to gather and store huge amount of data. The data sets include useful information about passengers, buses, stations and lines. These data are widely used in bus scheduling problems, but it is not used for headway determination.

Therefore, in this study historical data of bus transportation were used to develop an intelligent procedure to determine headway interval based on the passenger downfall rate. Initially, a Similar Days Detection approach was proposed which was able to find similar days of the data set based on passenger behaviors. This approach used K-Means and replaced Euclidian distance measurement with Fast DTW that enables it to compare time series. Afterwards, a Headway Interval Detection Procedure is developed to use specific patterns in each cluster and find appropriate headway values for each time period and the optimum number of headway intervals.
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