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Abstract 
Lung cancer is one of the most dangerous diseases that cause a large number of 
deaths. Early detection and analysis can be very helpful for successful treatment. 
Image segmentation plays a key role in the early detection and diagnosis of lung 
cancer. K-means algorithm and classic PSO clustering are the most common 
methods for segmentation that have poor outputs. In this article, we propose a new 
that of K-means and classic PSO clustering. The obtained results show that the new 
PSO clustering has better results as compared to the other methods. Comparison 
between the proposed method and classic PSO, in terms of fitness function and 
convergence of fitness function indicate that the proposed method is more effective 
in detecting lung cancer. 
Keywords: Lung cancer, image clustering, PSO clustering 

1-Introduction 
In medical imaging, detection of lung cancer is one of the most challenging tasks. Many studies 

have been applied to develop optimal method in this area. Clustering is one of the most common 
techniques in image segmentation and especially in medical imaging and tumor detection. One of the 
major reasons for non-accidental death is cancer. It has been proved that lung cancer is the topmost 
cause of cancer death in men and women worldwide. The general detection of lung cancer is poor 
because detectors are not able to find the disease until it is at an advanced stage. Studies have shown 
that early detection can reduce the risk of death. Detection of lung tumor is performed by various 
imaging modalities and computed Tomography (CT) with low cost and optimal quality and robustness 
is the best choice (Nithila and Kumar, 2017). K-means is one of the popular clustering algorithms that 
can be used for color-based segmentation of brain MR images and tracking brain tumors (Wu et al. 
2007). As you may know tracking the tumor in a color image is much easier than the gray scale 
image. Juang and Wu (2010) have used K-means algorithm to segment color-converted brain MR 
images and to track brain tumors. However, the outcome of K-means algorithm cannot detect a 
spherical image sufficiently. K-means algorithm can only detect clusters with the spherical shapes and 
structures. 

PSO algorithm can find spherical shapes and produce better outputs. Cui et al. used PSO algorithm 
to find optimal centers of clusters in document clustering. Ahmadi et al., (2010) showed that PSO 
algorithm generate better performance in clustering tasks.  
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Omran et al., (2005) used PSO in image clustering and improved the fitness function to track 
tumors in MR images.  

They changed the fitness function so that it can minimize the intra-cluster distance and quantization 
error and simultaneously maximize the distance between clusters. Afshar et al., (2016) used GK 
algorithm to cluster the CT images but they have to use fuzzy concept and define membership 
functions. In this article, we use PSO algorithm to track the tumors in CT images. We modify the 
fitness function by re-definition of the intra-distance. Moreover, we employ image structures such as 
intensity to detect the true shape of tumors. Also, many studies use numerical data such as UCI data 
set (Wisconsin breast cancer data set), but in this article, we use CT images that are common and 
available. In order to better perform of algorithm, we separate lung from background by snake 
optimization method. This method with internal and external energy terms without effecting general 
framework can be changed (Akgul and Kambhamettu, 2003). 

The rest of the article is organized as follows. Section 2 explains the related concepts. In section3, 
the proposed tumor detection approach is provided. In section 4, the experimental results are given. 
Finally, in section 5, the conclusion and future research directions are highlighted. 

2-Data clustering for image segmentation 
   There are two main approaches to image classification: supervised and unsupervised ones. In the 
supervised approach, the number and the characteristics (mean and variance) of the classes in the 
image are known in advance and they are used in training step followed by a classification step. There 
are several popular supervised algorithms such as the minimum-distance-to-mean and Gaussian 
maximum likelihood classifiers (Vafaie and Jong, 1992). For unsupervised approaches, classes are 
unknown and the algorithm starts by partitioning the image into groups (or clusters), according to a 
similarity measure, which can be compared by an analyst to available reference data (Lillesand et al. 
2014). Accordingly, the unsupervised classification is also referred to as a clustering problem. In 
general, the unsupervised approach has several advantages over the supervised approach (Davies, 
1997) namely: 

 For unsupervised approaches, there is no need for an analyst to specify in advance all the classes 
in the image data set. The clustering algorithm will automatically find distinct classes, which 
dramatically reduce the work of the analyst. 

 The characteristics of the objects being classified can vary with time; the unsupervised approach 
is an excellent way to monitor these changes. 

 Some characteristics of object may not be known in advance. Unsupervised approaches will 
automatically flag these characteristics (Omran et al. 2005). 

The focus of this article is in the unsupervised approach. Next, we explain unsupervised well-known 
K-means algorithm. 
In the area of image segmentation, each image is considered as a data set, and each pixel is a data 
point. Different features can be considered for each pixel such as intensity and coordinates. Using 
clustering, pixels belonging to the same object will probably go into the same cluster, so objects can 
be separated. K-means clustering explained in the following subsection can only detect clusters with 
the same shapes (Afshar et al. 2016). 

2-1-K-meansclustering 
   One of the popular clustering techniques that is easy to understand. The algorithm aims to find the 
best centroids for the clusters and make the squared error between them and data points the lowest 
amount. The equation (1) shows the associated objective function: 

J ∑ ∑ ‖H M ‖ϵ .                                                                         (1) 
 
   In this equation K indicates the number of clusters M  is the center of cluster C  and H  shows the 
i  data point. Algorithm (1) defines the steps of K-means algorithm (Jain, 2010). 
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Table 1. Algorithm K-means 

Algorithm 1.K-means clustering 
1- Determine initial centroids randomly. Repeat step 2 and 3 until a pre-defined criterion is met. 
2- Assign each point to its nearest cluster. 
3- Update new centroids 

 
   The K-means clustering has many features that make it a popular approach. It is easy to understand 
and easily  
applicable. It also converges to a final solution very quickly. The K-means algorithm is highly 
sensitive to initial solution and it may converge to local optimal solutions (Ahmadi et al. 2010). 

3-Proposed lung cancer detection approach 
   In this article in order to get the best accuracy for lung cancer detection, at first we separate the lung 
from background, because timorous pixels are similar to those of the background. Hence, we use 
snake optimization method to separate the lung from the background. Then, we employ PSO 
algorithm by the improved fitness function to segment the underlying lung images to detect tumors 
successfully. The main steps of the proposed approach are summarized as follows: 
 

1- Separate lung from the background using snake optimization method 
2- For all the images obtained in step 1, execute the PSO algorithm 
3- Execute the PSO algorithm with the improved fitness function. 

3-1-Data structure 
   Each pixel uses a data set and we define four features for them which are intensity, location and 
mean of the intensity of the neighbouring pixels, respectively. Data structure of the pixel (x,y) is given 
below: 
𝐻 𝑥, 𝑦 𝐼 𝑥, 𝑦 , 𝑥, 𝑦, 𝑁 𝑥, 𝑦 .                                                                       (2) 
According to the relation, x and y are the x coordinate and y coordinate. I(x,y) and N(x,y) indicate the 
intensity and the mean of the intensity of  the neighbouring pixels of pixel (x,y), respectively. 

3-2- Snake optimization method 
   As previously mentioned, we separate the lung from background by using snake optimization 
method. The reason for choosing this method is that the lung contour of one section can be used as an 
initial contour for other sections (Afshar et al. 2016). A snake model is a curve which can evolve from 
an initial position to object boundaries. This method needs user interaction; thus it is assumed as a 
semi-automatic method (Jacob and Blu, 2004). There is variety of snake models, in this approach the 
point-based snake model used and a contour is considered as a set of discrete points in such models. 
   The energy function which should be minimized is a combination of internal and external forces. 
Internal energy is related to the shape of contour. However, external energy depends on image 
features. Assuming x(s) and y(s), as coordinates in contour direction, and defining s as the snake 
variable between zero and one, a contour is described using the variable V(s) as follows (Sonka  et al. 
2014). 

𝑉 𝑠 𝑥 𝑠 , 𝑦 𝑠 .                                                                      (3) 
The energy function to be minimized is defined as follows: 

𝐸∗ 𝐸 𝑉 𝑠 𝑑𝑠

𝐸 𝑉 𝑠 𝐸 𝑉 𝑠 𝐸 𝑉 𝑠 𝑑𝑠 
                     (4) 

In these equations, 𝐸  is the internal energy and 𝐸  is the image force. 𝐸   stands for constant 
external forces. 
Internal energy can be calculated as follows: 
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𝐸 𝛼 𝑠 |𝑑𝑣 𝑑𝑠⁄ | 𝛽 𝑠 |𝑑 𝑣 𝑑 𝑠⁄ |                                                                      (5) 
In this equation, coefficients are elasticity and stiffness respectively. The second energy term which is 
related to image data, is typically defined as a function of image gradient: 

𝐸  |∇𝐼 𝑥, 𝑦 |                                                                        (6) 
I(x,y) is the intensity of the pixel located in (x,y). The reason for putting a negative sign at the 
beginning of the equation is that image gradient is typically higher in object boundaries and the goal 
of the minimization energy function is to find object edges. 
   There are several ways to optimize the objective function mentioned before including gradient 
decent method, genetic algorithm and dynamic programming. In this article we adopt the Viterbi 
algorithm which is a popular dynamic programming method (Forney, 1973). 

3-3- Particle swarm optimization 
   Particle swarm optimization (PSO) is a population-based optimization algorithm simulating the 
social behaviour of birds in a flock (Eberhart and Kennedy, 1995) and (Eberhart et al. 2001).The PSO 
includes a swarm of solutions that can be candidates as a solution of optimization problem. Each 
particle plays the role of solution and according to the variables of problem, particles show the 
dimensional point in the search space. For example, in problem with n variables, the particles are n-
dimensional. 
    The quality and fitness of a particle can be measured by using a fitness function. By doing that, it 
can quantify how close a particle is to the optimal solution (Omran et al. 2005). 
   Each particle is flown through the search space, having its position adjusted based on its distance 
from its own personal best position and the distance from the best particle of swarm (Shi and 
Eberhart, 1998). 
   Due to its abilities, PSO has been used in other applications such as classification and clustering 
(Xiao et al. 2003), (Xiao et al. 2004), (Omran et al. 2005), (Cui et al. 2005), (Cui et al. 2006) and 
(Holden and Freitas, 2005).  
   In this article the main use of PSO is the single swarm clustering and the image clustering based on 
PSO. For the sake of brevity, we just explain the algorithm of single swarm clustering. In the 
following, we explain the image clustering based on PSO using the modified fitness function. 
 

Table2. Algorithm single swarm clustering 
Single swarm clustering algorithm 

      Initialize a swarm size of n  
Repeat 
      For each particle 𝑖 𝜖 ⌈1, … , 𝑛⌉𝑑𝑜 
     Update position and velocity  
    If 𝐹 𝑀 𝑡 1 𝐹 𝑀 𝑡 𝑡ℎ𝑒𝑛 

𝑀 𝑡 1 ← 𝑀 𝑡 1  
   End if 
 End for 
𝑀∗ 𝑡 1 ← 𝑎𝑟𝑔𝑚𝑖𝑛 𝐹 𝑀 𝑡 𝑖 ∈ 1, … , 𝑛  

 
 

   According to the algorithm each particle is represented as𝑀 𝑚 , … 𝑚 ,where 𝑚  denote 
the center of cluster k. After defining the fitness function and particle presentation, a single swarm can 
be used to obtain the solution of the clustering problem. The search commences from an initial 
population in the solution space and proceeds to find a near-optimal solution (Ahmadi et al. 2010). 

3-4-Image clustering 
   In this section we explain the use of PSO clustering in the medical image specially CT images of 
lung. The algorithm of image clustering is the same as PSO swarm clustering, but in this study we use 
the proposed method by Omran et al. (2005) and improved the fitness function of the algorithm. Their 
proposed method is similar to that of Cui et al (2005 and 2006), but the main difference is how they 
define the fitness function. They desire to cluster images such that intra-cluster distance between 
clusters is maximized (Ahmadi et al. 2010). The notations of PSO-based image clustering are given 
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below: 
 𝑁 denote the number of spectral classes 
 𝑁  denote the number of image pixels 
 𝑁  denote the number of spectral classes (as provided by the user) 
 𝐻  denote the 𝑁  components of pixel p 
 𝑀  denote the mean of cluster j 

Different measures can be used to express the quality of image clustering algorithms. The most 
general measure of performance is the quantization error, defined as (Omran et al. 2005). 

𝑈
∑ ∑ 𝑑 𝐻 ,𝑀∀ ∈ 𝐶

𝑁
                                                                    (7) 

𝑑 𝐻 , 𝑀 𝐻 𝑀                                                                      (8) 

In equation (7), quantization error includes Euclidean distance between centroids and 𝐶 is the 
cardinality of the set 𝐶 and number of clusters is shown by 𝑁 . 
These two equations used in the improved fitness function, which the description will come in the 
following: 

�̅� 𝐻 , 𝑋

𝑚𝑎𝑥 ,…, 𝑑 𝐻 , 𝑀 , 𝐶⁄
∀ ∈

                                                                     (9) 

Equation above is the maximum average Euclidean distance of particles to their associated classes, 
and 

𝑑 𝑥 𝑚𝑖𝑛∀ , , 𝑑 𝑀 , 𝑀                                                                      (10) 
The above equation is the minimum Euclidean distance between any pair of clusters. This fitness 
function has as objective to simultaneously 

 Minimize the intra-distance between pixels and their cluster means ,as quantified by 
�̅� 𝐻 , 𝑥 ,and 

 Maximize the inter-distance between any pair of clusters, as quantified by 𝑑 𝑥 . 

According to these definitions, the fitness function is as follows: 

𝑓 𝑥 , 𝐻 𝑊 �̅� 𝐻 , 𝑥 𝑊 𝐻 𝑑 𝑥
𝑊 𝑈 ,                                                     (11) 

In this article we change the fitness under consideration the distance between particles centroids are 
constant so we change it with Euclidean distance between max far point in one cluster and min close 
point in one cluster and the combination with classic PSO fitness function gets the result that comes in 
section experimental result. PSO based image clustering by improved fitness function is given in 
algorithm 3. 
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Table3. PSO based image clustering by improved fitness function 
Algorithm 3. PSO based image clustering by improved fitness function 

For k=1 to 𝑘  

(a) For each particle i 

     i. For each pixel 𝐻  

 Calculate d(𝐻 , 𝑀 for all clusters 𝐶  
 Assign 𝐻  𝑡𝑜 𝐶  where 

d(𝐻 , 𝑀 𝑚𝑖𝑛∀ ,…, 𝑑 𝐻 , 𝑀  

     ii. calculate the fitness , 𝑓 𝑥 , 𝐻 𝑊 �̅� 𝐻 , 𝑥 𝑊 𝐻 𝑑 𝑥 𝑊 𝑈 ,  

(b) Find the global best solution 𝑦 𝑡  
(c) Update the cluster centroids using equation (12), (13) 

𝑉 𝑡 1 𝑊𝑉 𝑡 𝐶 𝑟 𝑡 𝑦 𝑡 𝑥 𝑡 𝑐 𝑟 𝑡 𝑦 𝑡
𝑥 𝑡                                     (12) 

𝑥 𝑡 1 𝑥 𝑡 𝑣 𝑡 1                                                                      (13) 
   In this article in order to get the best result we define the fitness function as the first part maximize 
the distance between far-point from one cluster and the far-point from another cluster and the second 
part maximize the distance between centroids and the third part as the same, and the equation should 
be minimized. Also according to the Data structure each pixel has four  feature that the first and forth 
one respectively show the intensity of pixel and the mean of the  intensity of  the neighbouring pixels 
of pixel so we can use this two features in calculating the distance in the process of PSO clustering. 
The impact of these two features makes the algorithm to get the desired result 

4-Experimental results 
   In this article, we use 10 images from Lung image database consortium (LIDC) (Grove et al. 2015). 
Also, we separate lung from background by using snake optimization method, the results of the 
method come respectively. As you see, the snake optimization method by separating lung from 
background has removed the additions especially the points with the same colour of tumor, so it 
makes the best picture of lung and shows the boundary of lung. After snake optimization, each 
clustering method, K-mans, classic PSO and PSO with improved fitness function tested on CT 
images. Numbers of clusters are two and the results are compared based on values of fitness function. 
For this purpose, 30 particles were trained for 80 iterations,𝑤 0.72 ,𝑐 1.39, 𝑐 1.49  and for 
the fitness function 𝑤 0.2, 𝑤 0.3 , 𝑤 0.5. As it can be seen in the table 4,5,6,7 the result of 
PSO with improved fitness function is better than other approach and can segment the pictures 
ideally. 
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Table4. Comparing the result of segmentation of methods 

Original image 

   

Lung separated with 
snake method 

   

Tumor segmented with 
k-means 

   

Tumor segmented with 
PSO 

   

Tumor segmented with 
proposed PSO 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



170 
 

Table5. Comparing the result of segmentation of methods 

Original image 

  

Lung separated with snake method 

  

Tumor segmented with k-means 

  

Tumor segmented with PSO 

  

Tumor segmented with proposed 
PSO 
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Table6. Compare the result of segmentation of methods 

Original image 

  

Lung separated with snake method 

  

Tumor segmented with k-means 

  

Tumor segmented with PSO 

  

Tumor segmented with proposed 
PSO 
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Table7. Compare the result of segmentation of method 

Original image 

   

Lung separated with 
snake method 

   

Tumor segmented with 
k-means 

   

Tumor segmented with 
PSO 

   

Tumor segmented with 
proposed PSO 

   

In the following we show the clusters that made by proposed PSO method in table 8 
 
 

Table8. compare  the result of segmentation of methods 

Separate by snake Proposed PSO cluster1 Proposed PSO cluster2 

   
 
Also we compare the amount of fitness function between the PSO and PSO with proposed fitness 
function for4 iteration in table 9. 
 

Table9.comparing the amount of fitness function 

 Iteration30 Iteration50 Iteration80 Iteration100 

Fitness function 
PSO 

12.024 8.6234 8.5532 8.2231 

Fitness function 
proposed PSO 

8.8166 8.1155 7.5642 7.5600 

As regards the fitness function is minimizing, we can see that the proposed PSO gets the lower fitness 
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function. Figure 1 and 2 show the convergence of classic PSO and he proposed PSO. In figure 2, we 
can see that for iterations 80 to 100, the fitness function is converged to 7.5600. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig1. The convergence of fitness function for classic PSO clustering 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig2. The convergence of fitness function for the proposed PSO clustering 

5-Conclusions and future work 
   Early detection of cancer plays important role in treating lung cancer successfully. Here, a novel 
PSO based clustering algorithm was proposed to detect lung cancer using CT images by introducing a 
new fitness functions. In this article, we used 10 CT images and separated them from back ground by 
using snake optimization method. Then, we clustered the image by PSO based clustering by improved 
fitness function. Then, we compared the result of segmentation by the proposed PSO method with 
classic PSO and K-means with 2 numbers of clusters. As for future work; one can use Mahalanobis 
distance instead of Euclidean distance in PSO algorithm. Moreover, we hope that we can use the 
result of tumor segmentation to get the 3D picture of tumor so we improve our imagination about the 
shape of tumor to treat the lung cancer correctly. 
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