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Abstract
This paper proposes an integrated network desigdehfmr a post-distribution
cross-docking strategy, comprising multi produaidurction facilities with shared
production resources, capacitated cross docks seiilnpp cost and customer zones
with time windows constraints. The model is dynanmictcerms of time-varying
uncertain demands, whereas uncertainty is expraesigbdscenario approach and
contains both “wait-and-see” and “here-and-novdecisions. Inventory is just
permitted in plants and over several time periddie objective of the model is to
minimize the sum of the fixed location costs forabishing cross docking centers
and inventory related costs across the supply ciwhile ensuring that the limited
service rate of cross docking centers and produdtgilities, and also the lead
time requirements of customers are not violated problem is formulated as a
mixed-integer linear programming problem and soltedjlobal optimality using
CPLEX. Due to the difficulty of obtaining the optimm solution in medium and
large-scale problems, two heuristics that geneghibally feasible, near optimal
solution, Imperialistic competitive algorithm (ICAnd simulated annealing (SA),
are also proposed as heuristics. We find that CPLEX0t able to solve some of
the sets to optimality and turned out to run outm&mory, but it performs quite
well for small test sets, as compared with the hearistics. While SA is a faster
heuristic method in terms of runtime, ICA generdietter results on average, but
in more time.
Keywords: Facilities planning and design, cross-dockingxeadi integer model,
heuristics.

1- Introduction

Driven by the increasingly demanding customer nesspént, the logistics service practitioners have
devoted a great deal of effort to enhance the guiskonse ability in the distribution system. Doéts$
widely perceived performance excellence, cross-dgckas been recognized and accepted as a powerful
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tool for speeding up the flow of goods and elimimgithe warehouse in the supply chain. It is a ey
accelerates the product flow to shorten the leaé from suppliers to customers, as well as an agpro
that reduces and even eliminates the inventoryeatvarehouse for goods are not stored in the waseho
but directly conveyed from receiving dock to shigpdock. Industrial applications of cross-dockirag c
be found in Home Depot where transportation coses raduced, in Wal-Mart which essentially
eliminates its inventory holding cost, in COSCO ethsaves labor costs conventionally paid for order
picking, packing and shipping, and in FedEx Freighich achieves cost-effective transportation (Shi,
Liu, Shang and Cui, 2013).

The “problem” of cross docking network designvisry broad and means different things to different
enterprises. It generally refers to a strategiividgthat will take one or more of the followingedisions:

*  Where to locate new facilities (be they productistorage, logistics, etc., when one of them
is a cross dock).

»  Significant changes to existing facilities, e.gpamsion, contraction or closure.

»  Sourcing decisions—what suppliers and supply basisé for each facility.

»  Allocation decisions—e.g., what products shouldpbeduced at each production facility;
which markets should be served by which cross @8bkpiro, 1999).

Making strategic decisions, such as where to loeatess docks, and more tactical/operational
decisions, such as creating schedules, shouldrpbdfebe a single decision process. Clearly, muohem
benefit could be achieved by simultaneously comsigehe production aspects and other issues tktate
integration of inventory, transportation, supplsaection, and investment budgeting decisions (Melo
Nickel and Saldanhada Gama, 2006)

One aspect of major importance in many decisionimgagroblems regards the need to deal with
uncertain data. Cross docking location problems rereexception. In fact, a cross docking location
problem is a network design problem which is ofielved as part of a strategic decision making m®ce
and thus, the solution may have a long lastingceffied its implementation may take considerable.tim
Moreover, often, such implementation must be fiatstbefore the network starts being operated.
Accordingly, several parameters involved in crosekihg location problems may not be known precisely
when the network design decisions are made. Thigpisally the case with the set-up costs for the
facilities and with the demands to be transportetiveen the nodes. Particularly, cross-docks have to
operate today in an uncertain and dynamic enviraiamong others due to an intense competition in
the transport and logistics sector and ever-inangasaffic. Dealing with uncertainty is importaahd
flexibility becomes a major topic. Unrealistic asgtions and too rigid approaches prevent an efficie
cross-dock operation. As the operational control aofcross-dock is a going concern, ‘one-shot
optimization’ is not sufficient. Because of thesamplicated problems, it is worthwhile to consider
approaches that proved to be useful in other dasnaitost of the presented papers are not necessarily
appropriate for a dynamic environment, as the camed (operational) problems are assumed to Lie.stat
Of course, this is a simplification of reality. Thentrol of a cross-dock is a going concern anthsse
problems are inherently dynamic (Belle, Valckenaard Cattrysse, 2012).

The value of cross-docking can be affected by #mameters of the system. Firstly, the structure of
the supply chain can influence the benefits of siscking. For example, in a system where one €ross
dock serves multiple stores, the number of storag imfluence the system performance. Secondly, the
probability distribution of marketing demand alsdluences the performance of cross-docking. Other
factors, such as the variance of demand, ordey siseinventory holding and shortage cost, aldecf
the value of cross-docking (Tang, 2007).

Compared with a traditional distribution center wehegoods are first stored, cross-docking
significantly changes the modes of members in thtilblution system to handle the demand uncertainty
related to inventory overstock and shortage cost,isexpected to achieve the economies of scalecan
satisfy the customers' requirement better (Tan@7R0

In this work we propose an integrated network desigpdel for a post-distribution cross-docking
strategy, comprising multiproduct production fa@k with shared production resources, capacitated
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cross docks with setup cost and customer zonestimia windows constraints, in which demands are
both uncertain and time varying. Inventory is jpstmitted in plants and over several time perits.
are given a set of scenarios, each of which spaciealization of the demands and has a fixed fwititya
of occurrence. The objective is to find the staddain-expected-cost over all scenarios, subje¢hd¢o
constraints. Customers may be assigned to difféaeiiities in different scenarios. (If customersishbe
assigned to the same facility in every scenarie,toblem reduces to a deterministic problem inctvhi
the uncertain parameters are replaced by their shean

The objective of the model is to minimize the sufrthe fixed location costs for establishing cross
docking centers and inventory related costs adh@ssupply chain while ensuring that the limited/se
rate of each cross docking center, and also tlktlege requirements of customers are not violatde:
consequent formulation is a linear mixed integegpamming

By the knowledge of the authors, the problems mrteisethe literature of cross docking location and
cross docking network design are different fromptmposed problem of this paper in the aspects:

1- All of the previous studies of cross dockingdtion and cross docking network design are
deterministic and this is the first work which cmiess uncertainty in cross docking location andvoek
design problems. The model contains uncertain tiarging demands which uncertainty is applied by
considering different scenarios for different proun various periods.

2- All of the previous studies of cross dockingdtien and cross docking network design are single
period and this is the first work which considengltiperiods with different lengths.

3- Network design models for cross docking sho@ddhased on not only the cost factors of traditional
facility location models but also the operationainsiderations which may critically affect the
performance of a cross docking system such as raetuing decisions. None of the previous studies of
cross docking location and cross docking networkigie problems have considered the manufacturing
considerations in their works and have not apgledproduction constraints in their model.

4- This is the first work which considers singleltiple allocation at the same time in modeling sros
docking network problem.

5- This is the first time in cross docking netwaiésign problems which different costs and condsain
have considered for different products.

6- This is the first time which we have consideddtkerent time windows for the demand of different
customers for different products for various plants

This paper aims to fulfill the gap in cross dockimgtwork design models by proposing a multi-
product, multi echelon cross docking network desigdel containing uncertain, time varying demands
for products which operational considerations saglproduction and lead time constraints have applie
Due to the difficulty of this problem and its NPrtiaess, two metaheuristics, Imperialistic compaeiti
algorithm (ICA) and simulated annealing (SA), aregosed for solving the medium and large-scale
problems.

2- Literaturereview

Cross-docking practitioners have to deal with mdegisions during the design and operational phase
of cross-docks. These decisions can have a saripagt on the efficiency, so they have to be cédisefu
taken. In the literature, several decision problesme studied. Some of these problems are more
concerned about decisions with effects on a lorigen (strategic or tactical), while others dealhwit
short-term decisions (operational). This sectiovegia review of the literature about cross- docking
location and cross-docking networks.

The location of one or more cross-docks is pathefdesign of a distribution network or supply chai
An important strategic decision that has to be meamlgcerns the position of these cross-docks. This
problem cannot be handled isolated from the detistbat determine how the goods flow through this
network.



2-1- Location of crossdocks

The problem where to locate facilities (e.g. crdssks or plants) has attracted a considerable amoun
of attention. A first study about the location oéss-docks is performed by Sung and Song (2003hen
considered problem, goods have to be transported $upply to demand nodes via a cross-dock (direct
shipments are not allowed). The cross-dock canhlosen from a set of possible cross-dock locations,
each with an associated fixed cost. The demandasatemed to be deterministic and there are twastype
of vehicles with different capacity and cost. Tlma & to find which cross-docks should be used lzo
many vehicles are needed on each link in orderitdnmize the total cost. This total cost consistdhaf
fixed costs of the used cross-docks and the tratatmn costs. The authors present an integer
programming model of the problem. This model isyveimilar to the model presented by Reeves et
al.(1995) and Musa et al. (2010). Compared witlse¢htsvo papers, however, the approach of Sung and
Song (2003) does not consider direct shipmentsdoets include the location decision. Because the
problem is NP-hard, a Tabu search-based algorihpndposed to solve the model.

Sung and Yang (2008) extend this work and proposamall improvement to the Tabu search
algorithm. The authors also present a set-pariitgphased formulation of the problem and propose a
branch-and-price algorithm based on this formutat@obtain exact solutions. The computationalltesu
show that this algorithm gives better results mte of the number of problem instances solved agad t
required computation time compared with the resalitsined by solving the integer programming model
using the optimization software ingredients CPLEX.

Gumus and Bookbinder (2004) study a similar probleot now direct shipments are allowed and
multiple products are considered. The facility cfusteach cross-dock consists of a fixed cost and a
operational cost charged per unit load. The tramafon cost also has two components: a fixed farst
each truck and a variable cost per unit load pérdistance. Another cost which is taken into actds
the cost for in-transit inventory. The authors jideva mixed integer programming model of the proble
The Influence of several cost parameters is studigdsolving several smaller problem instances
optimally (with the optimization software packadgg¢SBlGO and CPLEX).A different approach is taken by
Jayaraman and Ross (2003). They study a multi-esh@ioblem in which goods (from multiple product
families) have to be transported from a central ufecturing plant to one or more distribution cester
From there, the goods are moved via cross-docitsetaustomers. The problem is tackled in two stages
In the first stage, a strategic model is used kecse¢he best set of locations for the distributi@mters and
cross-docks. The authors provide an integer progriagn model that aims to minimize the fixed costs
associated with operating open distribution cendggis cross-docks and the various transportatiots.cos
Demand splitting is not allowed, customers havedassigned to single cross-docks while cross-docks
have to be assigned to single distribution certatg. In the second stage, an operational modétdsc
upon the quantities of each product type that nedoke transported via distribution centers and xros
docks. The model aims to minimize the transpontatiosts while satisfying customer demand.

This model is less restrictive than the first modelrelaxes for instance the demand splitting
assumption, individual vehicles are not considemed the transportation cost is proportional to the
guantity to ship. The authors propose a simulategtaling approach to solve larger problem instances
The computational experiments on generated prolistances indicate that the heuristic gives results
with a deviation of about 4% of the optimal solati@btained with LINGO), but 300—400 times faster.

The same authors present two other heuristicsctdetahe problem in (Ross and Jayaraman, 2008).
Both heuristics are based on simulated annealingube an extra mechanism to avoid local optimal
solutions. The first heuristic makes use of a Thdtuthe second heuristic allows a sudden re-sgabf
the ‘system temperature’. For both heuristics, gbkition quality and computational performance are
tested for different ‘cooling schemes’. The expenial results indicate that the simulated annealing
heuristic combined with Tabu search gives betthitioms in a more time. Bachlaus et al. (2008) abhers
a multi-echelon supply chain network, including gligrs, plants, distribution centers, cross-dockd a
customers. The goal is to optimize the materialvfihroughout the supply chain and to identify the
optimal number and location of suppliers, planistribbution centers and cross-docks. The problem is
formulated as a multi-objective optimization motlet aims to minimize the total cost and to maxaniz
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the plant and volume flexibility. Because of themputational complexity of the problem, the authors

propose a variant of particle swarm optimizatio8 QP to solve the problem. Computational experiments
are done and the results show that the proposedisolapproach gives better results than a genetic
algorithm and two other PSO variants.

Mousavi et al. (2014) proposed a two-phase mixéelggr programming for the location of cross-
docking facilities and vehicle routing schedulinglplems in distribution networks. For this purpoae,
two-phase mixed-integer programming (MIP) is foratet. They also developed a simulated annealing
for solving the problem in the large-size instand@aset al. (2016) proposed a multi-period crosskitog
distribution problem included manufacturers, crdesks and customers with multiple products,
consolidation of customer orders and time windows. minimize the total cost, which includes
transportation cost, inventory cost and penaltyt,cds®ey developed a particle swarm optimization
algorithm with multiple social learning terms.

2-2- Cross-docking networ ks

Some authors do not study problems concerning glesicross-dock, but consider a network that
contains one or more cross-docks. The aim is teratbe the flow of goods through a network in order
to reduce costs, while making supply meet demand.

The work of Lim et al. (2005) extends the tradiibransshipment problem. The transshipment
problem consists of a number of supply, transshigraed demand nodes. The links between these nodes
have different capacity limits and costs. The dijecis to find a minimum cost flow that meets all
demands and the capacity constraints. In the egtet@insshipment problem, storage is allowed at the
transshipment centers. These centers can be coetside cross-docks because the aim of the mottel is
minimize or eliminate holdover inventory. Moreovéhjs problem takes supplier and customer time
windows into account and considers the capacity laiding costs of the cross-docks (Cho,2009). All
shipments have to pass via a cross-dock, so notdirgpments are considered. Similar to the origina
problem, the objective is to minimize the total tc@sansportation costs and holding costs) while
satisfying demand, time windows and capacity caists.

In the special case when only one delivery or deparis allowed within a time window and the
departure and arrival times are fixed (single simigpsingle delivery with fixed schedules), a geneti
algorithm is developed by Miao et al. (2008). Theuristic gives better results (in terms of solutio
quality and computation time) than solving the gste programming formulation of the problem with
CPLEX (with a time limit).

Chen et al. (2006) study a similar problem whichytltall the multiple cross-dock problems. The
major differences are that supplies and demandsnatesplittable and different products can be
considered. Also, transportation time is not takdn account. An integer programming formulation of
the problem is provided, together with a proof tf NP-completeness. The authors propose three
heuristics (simulated annealing, Tabu search acdnabination of both) to solve the problem. These
heuristics provide better solutions than those inbthby solving the integer programming formulation
with CPLEX, within only less than 10% the time udeyd CPLEX. Among the three heuristics, Tabu
search seems to give the best results (Cho, 2009).

The previous studies represent the shipment of gasdlows. Individual transportation units are not
considered and the transportation cost is propwtito the quantity to ship. However, to take adzge
of consolidation, the vehicle transportation cdsoudd be taken into account. A first approach that
considers the transportation vehicles explicitiyddhis is why the authors regard it as cross-dmpkis
taken by Donaldson et al. (1999). In the considgnexblem, the objective is to determine whether to
route freight directly from suppliers to customersvia a cross-dock and how many vehicles should be
scheduled on each transportation link in order iminmze the transportation costs.

Compared with the previous approaches, however pittiblem is more simplified (e.g. storage at the
cross-docks is not considered and the synchrooizati inbound and outbound trucks is left out af th
problem). The authors eliminate links with a latgensportation time in an attempt to consider time
windows. The authors present an integer programmiadel. Because the problem is difficult to solve
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with branch-and-bound algorithms, an alternativeraach is proposed. In this approach, an iterative
procedure is used in which either the integrakstrictions on the links from supply nodes to thess-
docks or on the links from the cross-docks to testidation nodes are relaxed. This relaxation Bgari
provides near optimal solutions in an acceptalhe tiThe authors used this approach to compareatever
scenarios (with a different number of cross-docksglifferent places) for the network design of atpbs
service company.

The same problem is also studied by Musa et allQROThey propose an ant colony optimization
(ACO) heuristic to solve the problem and show tiwd heuristic gives in a short time slightly bette
results than a branch-and-bound approach with thtéamization software package LINDO, which
requires a much longer time.

Ma et al. (2011) takes most of the above-mentiarmtterns into account. The so-called shipment
consolidation problem (SCP) considers supplier amtomer time windows and also the transportation
times between the network nodes. Moreover, stoaagbe transshipment centers (cross-docks) is taken
into account; shipments can be transported directlyheir destination or via a cross-dock and the
transportation cost accounts for the number ofksutlowever, only one type of products is considere
The objective is to minimize the total cost (tram$gtion and inventory cost) while satisfying thmee
windows constraints. The authors present an integegramming model of the problem and show that it
is NP-complete in the strong sense. Thereforeathtbors propose a (two-stage) heuristic algoritom t
solve the problem. The computational experimerdgate that the proposed heuristic gives competitiv
results compared to CPLEX (with a time limit) withh much shorter time.

Yan and Tang (2009) compare the costs of a traditidistribution center with the cost of pre-
distribution and post-distribution cross-docking.dre-distribution cross-docking, it is assumed tha
goods are directly loaded into outbound trucks. Huppliers are responsible for the necessary
preparation and sorting to facilitate immediatediag at the cross-dock. This requires that the kensp
know the order quantities for each destinationpdrst-distribution cross-docking, the preparatiod an
sorting happens at the cross-dock itself. Thisrmdugher costs at the cross-dock, but allows assig
the goods to destinations upon arrival at the edosk. In this way, the influence of the fluctuatin
demand can be reduced by pooling the risk duriegrinsportation period from the supplier to thessr
dock. The results indicate that pre-distributionssrdocking is preferred when the demand is statne
the lead time between supplier and cross-dockadst.sHowever, when the demand is uncertain and the
lead time is long, the benefits of reallocating @®@among stores outweigh the higher operationdk cos
and so post-distribution cross-docking is preferfedst-distribution also seems to be preferabkbef
number of destinations or the unit holding costréases. The results of numerical experiments stigges
that a higher uncertainty of demand, a higher traitsshipment cost and a longer lead time from the
supplier to the cross-dock make post-distributiomss- docking more preferred. Pre-distribution sros
docking is more preferable when the unit holdingt@y unit backorder cost is very high or very low.

Belle et al. (2012) have recently done a comprdhengview of the works which have been done in
different aspects relating to cross docks. Theirkwie one of the last works done in the field obss
docking and has classified the entire cross dockiagers’ in seven groups: location of cross-docks,
layout design, cross-docking networks, vehicle imgytdock door assignment, truck scheduling and
temporary storage. In the last part of their pdpese have investigated necessary research opjtigsun
in this research area which on the subject of aukwhese are the most important fields which haoe
worked yet or needs more attention in future:

- Assuming Interchangeable products in a crossidgdupply chain.

- Robustness against different kinds of deviatiarsupply chain.

- Integrating several problems in one approachtegic and operational).

- Operating in an uncertain, dynamic environment.

Seyedhoseini et al. (2015) presented a mixed-integmlel to optimize the location and design of
cross docks at the same time to minimize the totaisportation and operating costs. Their proposed
model combines queuing theory for design aspectsdrcross-docking network design. In this paper, a
real case also had been examined to prepare atraliion for performance of the model. Recentlyij8u
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et al. (2014) presented a general classificatiberse for cross-docking research based on the imats
outputs for each problem aspect. After classifyihg existing cross-docking research, they proposed
several future research opportunities in developiegision models with practical and scientific
relevance. They also described two real-life iHate problems in cross-docking networks to higfhi

the importance of synchronization.

Ladier and Alpan (2016) proposed robust modelgHertruck scheduling model with time windows.
In this study, the reformulations are based on mmxi and minimization of the expected regret and
resource redundancy and time redundancy. Their ricatestudy on different models showed that the
methods based on resource redundancy give gooltsrasthe cross-docking case. Coccola et al. (2015
considered a realistic problem studying the coramae of direct delivery, avoiding some cross-dagkin
transfers in consolidated supply chains. They pgefdaa methodology for finding solutions based @n th
use of column generation embedded into an incompletnch-and-price tree.

Enderer et al. (2017) considered an integratedsedosk door assignment and vehicle routing
problem arising in the operation of cross-dock ieais with the objective of minimizing the total
material handling and transportation costs. Thablam consists of assigning origins to inbound dpor
transferring commodities between doors, and routgtgcles from outbound doors to destinations. They
proposed two formulations of the problem as welhasolumn generation algorithm. Ahmadizar et al.
(2015) developed a hybrid genetic algorithm and adeh for two-level vehicle routing with cross-
docking in a three-echelon supply chain. In thislgt by considering the transportation costs Aeddact
that a given product type may be supplied by diffieisuppliers at different prices, the routingrddfdund
vehicles between cross-docks and suppliers in itlesp process and the routing of outbound vehicles
between cross-docks and retailers in the deliverggss are determined. The goal is to assign ptedoic
suppliers and cross-docks, to optimize the routelssghedules of inbound and outbound vehiclest@and
consolidate products so that the sum of the punechasansportation and holding costs is minimized.

Nikolopoulou et al. (2017) considers the problensafisfying transportation requests from a set of
suppliers to a set of customers for moving prodbetsveen a pick-up and a delivery location pair. A
commonly adopted approach is the direct-shippingroflucts, without using intermediate transshipment
points, or in-transit merge of shipments. Anothiéeraative strategy that often appears in pradsce®
use an intermediate cross-dock facility, acting @ensolidation point for transported products. gbal
of this paper was to evaluate these inherentlyeidfit distribution options and to conduct a
comprehensive comparative analysis regarding tlest-effectiveness. Furthermore, the authors
developed a local-search algorithm. Cota et aD162 undertake a study of truck scheduling in &%ro
docking facility. They formulated the problem asva-stage hybrid flow-shop problem, subject to sros
docking constraints with the objective of minimigithe makespan. For this study, the authors prapase
time-indexed mixed integer linear programming folation and a polynomial time heuristic.

3- Problem statement

The problem considers the design of a multiprodiincge-echelon cross docking supply chain. Plants
cannot produce all products included in the comfzapgrtfolio. For each plant the production capacit
and the availability of production resources isjsabto certain constraints. Cross docks (if essabl)
have specified maximum and minimum capacities. Sofrthe cross docks can be supplied from more
than one production plant and some of them ardessaurce. In the same manner, some of the custsomer
can be supplied from more than one cross docklandthers are single source.

The volume of each good arriving at the cross dugkienter is specified in terms of packages for
different products and the goods are interchangedttic assumed that two types of vehicles ardahla
in the network. As in the typical trucking transgaion network, the two types of vehicles are dfaesh
in terms of transportation cost and transportatiore, as those of trucks and vans. Moreover; #l$®
assumed that the number of available vehiclestidimaed under the situations where these vehiakes
allowed to be rented easily in the market. Sotrdesportation costs can be calculated generafigdan
the associated transportation distances, typeshitles and the type of the products.



A potential direct service is represented betwden pilants and customers, which refers to the
possibility of routing freight demands from platscustomers without any intermediate stops alloated
cross docks. In order to deal with direct shipmewts have imagined cross docks in every plant iosat
which the cost for transporting products betweestt thlant and cross dock is zero but the cost of
transporting products from that cross docks toarasts is the direct shipment cost.

To ensure required customer service levels, itfisnonecessary to set time constraints for each
customer demand. The lead time considered in #pgmpcontains: time needed to transport produats fr
plants to cross docks, operation time in cross si@d time needed to transport products from cross
docks to customers. This implies that the seniioe feasibility for each plant destination pathediing
from an origin node through an intermediate nodihéoassociated destination node can be decided bas
on fulfillment of transporting the associated figigemand within any required time limit.

4- Mathematical formulation
With making the following changes in Longinidis amgkorgiadis (2009) our problem can be
formulated as a MILP optimization model.
Elimination of warehouses as the supply chain ngtwo
Substitution of distribution centers with cross kinc
Addition of a new set namely “vehicles”
Addition of transshipment time, and lead time
Addition customer service constraint

arwbdE

Before the model is presented, we introduce thamaters and indices employed. They are defined as
follows.

Notations
Indices

€ Production resours
[ Product
k Cross dock
L Customer zone
S Product demand scenar
T Time period
V Vehicles

ks Set of cross docks that should be supplied bygesplant

| s Set of customer zones that should be supplieddiyge cross dock

Parameters

C>' Unit handling cost for productat cross dock

(0% Annualized fixed cost of establishing cross docloaationk
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D Iinin
DL
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| [s],min
ijt

| [s],max
ijt
NS

[ s],max

Pt
| S, 11
Pit

Q[s],min
j
Q[s],min
K
[ s],max
Qljk

[ s],max
ikl

Unit production cost for productat plant

Unit transportation cost of productransferred from plarjtto cross dock by vehiclev
Unit transportation cost of productransferred from cross do&ko customet by vehiclev
Unit inventory cost of produdtat plantj during time period

Maximum capacity of cross dogk

Minimum capacity of cross dodk

Demand for produdtfrom customer zonkduring time period under scenarie

Minimum inventory of produci held in plant j at the end of time peribdnder scenarie

Maximum inventory of produdtheld in plant j at the end of time peribdnder scenaris
Number of product demand scenarios

Maximum production capacity of plapfor producti during time period under scenarie

Minimum production capacity of plapfor producti during time period under scenaris

Minimum rate of flow of products that can be transfd from planj to cross doclk under
scenarics

Minimum rate of flow of products that can be transfd from cross dock to custome |
under scenarie

Maximum rate of flow of produd that can be transferred from plg to ctoss dockk under
scenarics

Maximum rate of flow of produd that can be transferred from cross dk to customell
under scenarie

total rate of availability of resour@ at planf

Duration of time period

Transshipmentime between plarj and cross dock by vehiclev (lead time from the plar
j to cross dock by vehiclev)

Transshipment time between cross dkeld customerby vehiclev
Time spending on producat cross dock
Service time of customéifor product in plantj

Capacity of cross dodk



Continuous variables

| [s]

it Inventory level of produdtbeing held at plarjtat the end of time periddunder scenarie

pi[jf] Production rate of producin plantj during time period under scenaris

Qe Rate of flow of produci transferred from plarj to cross doclk by vehiclev during time
fjlot periodt under scenarie

QU Rate of flow of produci transferred from cross dok to customell by vehiclev during
kvt time periodt under scenarie

Binary variables

Y, 1 if cross dock is to be established, O otherwise
x[s] 1 if producti is to be transported from plaj to cross doclk by vehiclev during time
ijkut periodt under scenaris,0 otherwise
s 1 if produc i is to be transported from cross ddk to customel by vehiclev during time
K periodt under scenaris ,0 otherwise
Greek symbols

Vi Coefficient relating capacity of cross ddckor holding product
Pie Coefficient of rate of utilization resouregn plant j to produce product
Y, Probability of product demand scenasioccurring during the life time of the network

Wy Coefficient relating capacity of distribution cenkgo inventory of produdt held

The model has time-varying uncertain demands ircvhincertainty is modeled through a scenario
approach. In this model, the expected value ofctst of the network taken over all the scenarias an
during the operation of the network must be minedizNow the problem can now be reformulated as:

s y 1)
manAt (ZCDY )+Z[/I (ZAt (chjp put + Z CI]kV |Ek1/t + z C|k|v |[kI]vt ZC (ZQukvt )))
i,jky ikly
2ty
+Zw3(zAt (Cljl J J ))
St.: x[l <y, OkOKSi jvts=1.NS 2
> xblo=Y, OkOk®Sivts=1..NS (3)
i
&<y, OoI%ilvt,s=1,..NS (4)
Z)gls] =1 O0I%ivts=1..NS ()
Q<IN Oi,jvkts=1..NS (6)
QY <@dm s Oilvkits=1..NS ()
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ZQ QIm™xd, Tikts=1..NS (8)

> QL 2L, DkIts=1..NS ©)
Z },ﬂn-ZdW Oikt,s=1,..NS (10)
ZQ.W_ PAL 18, Oijt,s=1,..NS (11)
119 =109+ (g8 zq At Oi,jkvis=1..NS (12)
> Qb =D Oilts=1..NS (13)
[slmin _ [s] _ [shmax —. . i (14)
Zp”e P <R, Oets=1..N (15)
min ma 16
DY, <D, < D™Y, [k (16)
DV 2> Q) Oikits=1..NS 17)
jv
= 13m 0ijts=1,...NS (18)
S max H H —_— 19
13 <13 0i,jt,s=1,...NS (19)
S 20
T X + T Xde +TY < ST, (20)
> i,jts= 21
pid =0 Oi,jts=1..NS (21)
I} >0 Oi,jts=1..NS (22)
QY20 Oi,jkvts=1..NS (23)
(24)

Q¥ >0 OikJvts=1..NS
The objective (1) is to minimize the overall expected obshe cross-docking network and it includes
the following five terms, i.ei) fixed infrastructure cot, C.Y,, (i) production cosp Cy i,

(iiiymaterial handling cost at cross do@skclf“ (ZQ.Ei]w (iv) inventory holding cost in

plantsy, jCijt (i3 +119_)/2, as inventories vary Ilnearly over each time period| @) transportation

cost ) ., .CinQix * 2 CinQias It is important to notice that to have a meaningful objective
ik lvit

11



function, it is assume the probability of scenarios ocegrin practice is known and is denoted/Qynd

so we hav{?i(//s =1,

Constraint (2) state that the link between a pjaanid cross dock can exist only if cross dodkis
also established. Constraint (3) shows the certain dadss can be served by a single plant, if needed.
Constraint (2) ensures that a cross dichnd a customek will link, if the cross dock also exists.
Requirement (5) guarantees that some customer zonedbenaybject to a single sourcing constraint
requiring that they be served by exactly one crosk.doonstraint (6) shows that if plginto cross dock
connection exists, corresponding flow of materigdn take place. Constraint (7) shows that if cross dock
k to customer zone | connection exists, corresponding dibwateriali can take place. Note that, the
upper bound appearing on the right hand side of (%) kma calculated similar to the upper bound
introduced in Tsiakis et al [22].Constraint sets (8) &)dlétermine a minimum total flow rate of material
in a transportation link between two locations in the netwddastraint (10) ensures that the amount of
producti which is sent to cross dodkfrom different plants, must be equal with the amount af th
product which is sent from that cross dock to the custan@onstraint (11) ensures that, for that product
at the end of the previous period, the amount of eaatuptdhat can be sent from each plant to different
cross docks at each period must be less than thaugtiaadl rate of that product in that plant plus
inventory. We suppose that inventory can be kept at pldnts.inventories were held at the plants, the
actual rate of production of producby plantj would equal the total flow of this product from planb
all cross dock. In this regard, Constraint (12) shows that the availeivientory of product held in
plantj at the end of periotlis equal to the inventory held at the end of petiddplus any product
accumulated in the plant due to the production duriegpiriod, minus any product transported from the
plant to cross docks during the same period. Constraint gtbBs the total flow of each product
received by each customer zone | from the distributiortece is equal to the corresponding market
demand. Constraint (14) ensures that the orders ezté&iom the cross docks show the ability of the
manufacturing plants to cover the customers’ demandspidduction’s rate of each product at any plant
cannot exceed certain bounds. This constraint alsosshtways there is a minimum production capacity
for any of the products. Moreover, this equality enstinat there is often a minimum production rate that
must be maintained while the plant is operating. Since immalel, it is assumed some resources can be
used by several production lines and at different stafighe production of each product, Constraint (15)

states such share usage limits the availability of the resoln this constraint, coefficiens,. andR,. are

the amount of resource that used by piattt produce a unit amount of producand the total rate of
availability of resource at plantrespectively. Regarding the capacities of cross dactithe quantity of
products which can be stored temporarily before themveyance at the market, Constraint (16)
established the lower and upper bounds for the capafcitycross dock between giverD,™" andD,™,

respectively. Constraint (17) states the capacity a@as dock for each kind of products cannot be less
than the sum of the currents from different plants to ¢hass dock for that kind of product at any time
period under each scenario. Constraints (18-19) lettathe needing bounds for safety stock. Each
customer has a special service time for different produetsufactured in different plants that must be
satisfied. The constraint below states this limitation different customers. The sum of the time to
transship the products from plant j to customer | musege dr equal the customer service time (20). All
continuous variables must be non-negative (21-24).

5- Heuristic algorithms

Solving combinatorial optimization problems amounts to figdthe ‘best’ or ‘optimal’ solution
among a finite or denumerable number of alternative solut{Bavis,1993). Over the past 40 years, a
wide variety of combinatorial problems has appeared ftomputer science, engineering, and business
logistics (such as the cross-docking problem studied haard)procurement. It has been shown that these
combinatorial problems belong to the class of NP-completelems (Papadimitriou and Steiglitz, 1998).
Therefore, solving these problems to optimality cannet dbtained in reasonable amounts of
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computational time, and the solution approaches inckrdeneration or heuristic approaches. In both
approaches, it is desirable to have algorithms that yiel dpiglity solutions in little computation time
that are also applicable to a wide variety of combindtopéimization problems (Ross and Jayaraman,
2008).

The simulated annealing algorithm, which is one of thectdeapproaches employed in the current
study, is one such high quality general algorithm thabdth a randomized (search) algorithm and
asymptotically an optimization algorithm (Garey and Johns®79). As a meta-heuristic, simulated
annealing has become one of the most popular becautseeaase of use and the asymptotic results of
convergence to optimal solutions (Ross and Jayaraz0ag).

Imperialist competitive algorithm is proposed by Atashpad huacas. (2007). They showed the
algorithm’s capability in dealing with different types oftiofization problems (2008). This algorithm is
also used by Shokrollahpour et al. (2011) they havereddid the parameters of this algorithm using the
Taguchi method. In comparison with the best algorithm gseg previously, the ICA indicates an
improvement and their results have been confirmedsstatly. Our aim is to compare their ICA
algorithm, as an effective population based algorithm 8y one of the most popular algorithms
because of its ease of use and the asymptotic resgisegrgence to optimal solutions.

5-1- Smulated annealing

We have used the CROSS-SA algorithm of JayaramaRassl (2003) and have made a change in the
algorithm which helps the algorithm to avoid local optis@ltions and helps to find new best solutions
not in the neighboring of the just best solution. For thistpafter each perturbation of the configured
system if for example, 20 consecutive evaluations yigdimprovement, we start to generate a
population of random solutions over all the solution ased, then we compute the cost of the generated
population and get the best solution. Here we must compareeth solution with the last best solution of
the algorithm and continue the algorithm.

The search for least cost solutions is guided by a @opéirameter known as temperature, T, and the
rate at which we systematically lower it, called alpha.hBaipha and the temperature determine the
acceptance of inferior solutions.

5-1-1- CROSS-SA heuristic step

CROSS_SA heuristic algorithm of Jayaraman and Ross3[2t¥s 7 steps which we have added a
new step (step 6) to the algorithm which helps therilgo to avoid local optimal solutions by finding
new best solutions not in the neighboring of the just $msation.

Step 1: Initialization. Initial and final values of the cahtparameter temperature, known gsand
T, respectively, are specified. Alpha, the cooling ratepiscified along with the maximum number of

iterations at each temperature value. An initial cross-gobhktion is randomly generated by assigning
customers-demand flows between cross-docks, andyfitathe manufacturers. Status indicators on the
facilities and product family assignments are set. Tésilts in an initial feasible solution providing

product flows. The objective function value of this siolutbecomes the objective function value for the

best configuration found, incumbent configurati@),and the newest configuratiﬁlg‘ . All counters are

setto 1.

Step 2: Check feasibilities. The algorithm now evaluatedymtaflow assignments for cross docks and
manufacturers to ensure no capacity violations existalso check the other constraints to be satisfied. If
the configuration is not feasible, we return to step 1.

Step 3: Generate a feasible neighboring solution. Oncprtiidem has been initialized, an objective
function value is computed, and feasibility ensuredctiveent feasible cross-dock system configuration
is then perturbed (modified) by selecting several custamees and reassigning their demands between
cross-docks. This is accomplished by randomly selgaiinme customer zones to perturb. Their flow is
randomly assigned to another cross-dock combinationeAdlibilities are checked once again.
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Step 4: Evaluate incumbent solution with neighboring salutiibthe objective function value of the
neighboring solution is greater than that of the incumb@pt> C,), proceed to step 5. Otherwise, if the

objective function’s value of the newest configuration impsoover the incumbentqj‘ <C,), the

neighboring solution becomes the incumbent. We thempace this solution to the best solution found
thus far. If the objective function value of the newesffigonation is less than that of the best one found
so far, then replace the best solution with that of #ightroring solution. Proceed to step 7.

Step 5: Examine Metropolis condition. Determine theedifiice between the neighboring solution and

the incumbent solution asAC =C. —C,. The Metropolis criterion is then used to determine th

probability at which the relatively inferior neighboringlgtion should be accepted. This probability is
computed as:
_ac
PROB(A) =g ™
WhereT,is the current temperature. A random number is tleregted from the interval (0,1), If this
random number is less thRROB(A) . Then the neighboring solution replaces the incumbenteBdao

step 7.

Step 6: jumping in the solution area: after each perturbatidhe configured system if for example,
20 consecutive evaluations yield no improvement, we &tagenerate a population of random solutions
over all the solution area, and then we compute the afothe generated population and get the best
solution. Here we go to step 4 and check this new solutitirei algorithm.

Step 7: Increment counters. Update memory and statiables. Increase the counters by one. If the
iteration counter value is less than or equal to the marirnterations for the temperature level, then
return to step 3. Otherwise, go to step 7.

Step 8: Adjust temperature. Adjust temperature by the irgpotate. Mathematically this

isT.,, =T, xa aU[0.2,0.99; whereT,_ is the temperature used to compute acceptance probability a

iteration i anck is the cooling rate in (0, 1). If the new valueTpfis greater than or equal to the stopping
valueT, , then reset iteration counters to one and return tBs®therwise, stop.

5-2- Imperialist competitive algorithm

Imperialist competitive algorithm is proposed by Atashpend Lucas (2007). They showed the
algorithm’s capability in dealing with different types gftionization problems (2008).

Similar to other evolutionary algorithms, this algorithm starith an initial population of solution
which is named country. Some of the best countries ipdlpalation are chosen to be the ‘imperialists’
and the rest are the ‘colonies’ of these imperialists. Allablonies of initial population are distributed
among the imperialists based on their power. A set ofroperialist and its colonies is called an ‘empire’
(Shokrollahpour, Zandieh and Dorri, 2011).

The power of an empire which is equivalent to the fithedsevin a genetic algorithm (GA) is
inversely proportional to its cost. After distribution of @lonies among imperialists, these colonies start
moving towards their relevant imperialist country. The tptaler of an empire relates to both the power
of the imperialist country and the power of its colsni€his fact will be modeled by defining the total
power of an empire by adding the percentage of thenpeaer of colonies to their imperialists. Then the
imperialistic competition begins among all the empiresy A&mpire which is not strong enough to
compete and cannot increase its power (or at leasemralecreasing it) will be eliminated. The
imperialistic competition will lead slightly to an increase ia fower of powerful empires and a decrease
in the power of weaker ones. Weak empires will losgrthower and finally they will collapse. The
movement of colonies towards their relevant imperialistsutliin the competition among empires and
also the collapse mechanism will hopefully cause all thetces to converge to a state in which there is
just one empire in the world and all the other countriescal@nies of that empire. In this ideal new
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world, colonies have the same position and power asrperialist (Shokrollahpour, Zandieh and Dorri,
2011).The implementation of this algorithm in assembly ftwp is as follows:

Begin ICA
1. Initialize the empires.
2. Move the colonies toward their relevant imperialist (asstmig.
3. Ifthere is a colony in an empire which has a lower cost that of imperialist, exchange
the positions of that colony and the imperialist.
4, Compute the total cost of all empires (related to the pafidooth imperialist and its
colonies).
5. Pick the weakest colony from the weakest empire andigieethe empire that has the
most likelihood to possess it (imperialistic competition).
6. Change some weakest colonies with new ones randoevgltion).
7. Eliminate the powerless empires.
8. If stopping criteria met, stop, if not, go to step 2.
End ICA Shokrollahpour et al., 2011).

6- Numerical experiment

To evaluate simulated annealing and imperialistic competitiveridign performance on the cross-
docking problem, several problems were developed. setep for each problem is described by the
number of cross-docks, number of customer zonesbauof plants and number of product families.

Table 1. Computational design of the problem

Product familie | Plant: | Cross dock | Customer zont
Problem

) J) (K) L
1 14 3 15 18
2 21 4 20 27
3 21 4 30 36
4 28 6 30 36
5 42 9 45 54

The heuristic algorithms are coded in Matlab and exdootea of Intel(R) core(TM) i5 CPU 2.4 GHz
PCs with 4GB memory. For comparison, we also tesMitiemodel given in CPLEX, a popular off-the-
shelf optimization software package. The purpose of ekgeriments is to check the validity and
effectiveness of the developed model and the effewds® of the proposed heuristic methods by
comparing the results with what CPLEX is able to providth no time limit.

For our Cross-SA, max-rejection for the new solutiisnset on 250, max run for the model is set on
500, max acceptance of new solutions is set on 500nitied search for the heuristic is set on 500 and
we have considered five amounts for alpha. The iniéiadperature for the heuristic is set on land the
minimum temperature to end the heuristic is set on aclesg amount to zero.

For our Cross-ICA, the initial population contains 10Qmtries, number of initial imperialist is set on
20, number of decades is set on 50, the revolutienfaatthe heuristic is set on 0.3 and Zeta is set on
0.02.

The computational results are summarized in tabl@2e&ch cell, one problem was solved ten times
by the SA , ICA and CPLEX and the best performanceach problem is reported. Performance analysis
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of approximation algorithms such as simulated annealingecdrates on solution quality and running
time. Therefore, algorithm performance was measuresblwion quality and computation time.

Table 2. Computational results

Test set CPLEX SA ICA
I-J-K-L Cost Térsr;e gj};’ a Min cost nge ?)Zg’ Min cost Térsn)e Gap (%)
0.2 5722587 283 0.0408
0.45| 5718229 311 0.0400
14.3.15.18| 5498211 27 | 0.0037| 0.65| 5707326 330 0.038p 5637149 | 572 0.0253
0.85| 5700204 356 0.0367
0.95| 5665128 413 0.0304
0.2 | 21142202 1553| 0.0297
0.45| 21041445| 2056 0.0248
21.4.20.27| 20532483 124 0.00570.65| 21040406, 2256| 0.024720964535| 3823| 0.0210
0.85| 20992447| 2690 0.0224
0.95| 20982446| 2922 0.021P
0.2 | 24130092| 2738/ 0.0304
0.45| 24090165| 3214 0.0287
21.4.30.36 23418827) 633 | 0.0063 0.65| 23938160| 3552| 0.022223810115| 4859| 0.0167
0.85| 23945081| 3968 0.0225
0.95| 23932395| 4205 0.021P
0.2 | 29499917| 3410  -----
0.45| 29494202| 3742  -----
28.6.30.36 0.65| 29296712| 4028  ----- 29197685 5302 -
0.85| 29334494| 4501  -----
0.95| 29204339| 4885 « -----
0.2 | 66945453 4950  -----
0.45| 66967829| 5211  -----
42.9.45.54 0.65| 66952094| 5752|  ----- 66820331 6655 @« -----
0.85| 66950094| 6175  -----
0.95| 66909158| 6476  -----

As can be seen for the two big sizes of problem CPtEXed out to run out of memory, which made
it quite difficult to summarize or to take the averagéhef computational results. From Table 2, we find
that CPLEX is not able to solve some of the sets to optynaliit it performs quite well for small test
sets, as compared with the two heuristics. As the sitasb$ets increases, performance of ICA is close to
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CPLEX and performance of SA is worse than ICA. WISl is a faster heuristic method in terms of
runtime, ICA generates better results on average.

7- Conclusion and futureworks

In this work we propose an integrated network desigdenfor a post-distribution cross-docking
strategy, comprising multi product production facilite#h shared production resources, capacitated
cross docks with setup cost and customer zones withwiimdows constraints. The model is dynamic in
terms of time-varying uncertain demands, whereas umugria expressed with scenario approach and
contains both “wait-and-see” and “here-and-now” dilgons. Inventory is just permitted in plants and
over several time periods.

The objective of the model is to minimize the sum of thedilocation costs for establishing cross
docking centers and inventory related costs across fipdysthain while ensuring that the limited service
rate of cross docking centers and production faciliiesl, also the lead time requirements of customers
are not violated.

The problem is formulated as a mixed-integer linear progiagqmroblem and solved to global
optimality using CPLEX/GAMS. Two heuristics that genergligbally feasible, near optimal solution,
Imperialistic competitive algorithm and simulated annealarg, also proposed as heuristics for solving
the problem.

The proposed MILP model aims to assist senior operatiassagement to take decisions about
production allocation, production capacity per site, pasehof raw materials and network configuration
taking into account transient demand conditions. The parpbihe model is to be used not as frequent as
an advanced planning scheduling (APS) system (dailgklwer monthly) but for longer periods (such as
qguarterly, six months or yearly) to address strategit tactical supply design aspects. Its allocation
decisions are set as production targets for the gy8&ms to optimize production sequences.

From table 2, we find that CPLEX is not able to solveeaithe sets to optimality, but it performs
quite well for small test sets, as compared with the twaistes. As the size of test sets increases,
performance of ICA is close to CPLEX and performanic8A is worse than ICA. While SA is a faster
heuristic method in terms of runtime, ICA generates bettits on average.

For improving the applicability, the approaches should beemabust and dynamic. Discussions with
cross-docking practitioners reveal that there areqg&yideviations between the predicted and actual
information. Particularly, cross-docks have to operateytaglaan uncertain and dynamic environment.
Dealing with uncertainty is important and flexibility beconaemajor topic. Unrealistic assumptions and
too rigid approaches prevent an efficient cross-do@aijpn. Most papers are concerned with just one
problem. Furthermore, as these problems are interdepenmprovements are expected when they can
be solved together. So, future research is requiratlitbegrates several problems in one approach.
Another subject which should be considered is lateral shamsient between plants or customers which
will reduce the effect of uncertainty in cross doclksngply chains.
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