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Abstract
The location of facilities anywhere in an area ihieh several competing facilities
already exist and serving the demand, has beemlbroo light in this work. Creation
and maintenance of competitive advantage in health systems requires optimizing
the location decision and understanding custonieisaviors. Customers’ behavior is
considered and explicitly modeled in this wdgach facility attracts customers within
a “sphere of influence” defined by a “gravity-likepatial interaction model”.
Customers have full control over which system thkgose to patronize and they do
so by applying the attractive elements with eachtaze the attractive factors that
affect the user choice behavior are: the lowerellang time, the quality of the
services or the reputation of centers. We alsositiyate how various parameters will
affect the market shares of ours and competitoagilifies in the user choice
environment. The hospitals have several low legetisns to offer low level services
(such as primary services) and several high lesetiens to offer high level services
(such as professional services) and the patiedtgefér to different sections of the
hospitals according to their requirements and thealth status. Two metaheuristic
algorithms including ant colony optimization antbdasearch are developed to solve
the model and be applied to some numerical examp@BSIS method and statistical
t- test are performed to evaluate the resultseptioposed algorithms.
Keywords: Discrete network location, Competitive environmetealth care system,
Hierarchical structure, Queuing theory, Consumeiaghbehavior
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1- Introduction

Being single player in the part of the marlsetlistant from the reality in facility location frems,
particularly, urgent systems in the health and avelfof people, and in practice, most situationaaldit
in such models; so, the need arises to incorpomatgetition with other palyers. In competitive misga

firm operatesv facilities in a market and a competing firm affete performance of this market by
locating Vv facilities and its purpose is to maximize the markleare. So, the location of health care
facilities (hospitals) in the competitive environmhdnas been studied in this work. Each customds fee
some attraction towords each of the competing ifees] usually referred as “patronizing behavior”.
There are two quite different types of customerdvé@r models to choose the facilities to patronize:
1. The customer chooses the competing facilities dieterministic manner so that each customer’s
total demand is served by the most attractiveifgcil
2. The customer chooses the competing facilities ipr@babilistic manner so that the whole
demands of each customer are satisfied in variosgitals according to a probabilistic function.

The attractiveness function descibes how tretocoers choose the facilities to patronize. We reed
function that specifies a tradeoff between attvactiess and travel time. Some of these functions are
gravity models according to Reilly’'s models. Acdogito these models “the probability that a consume
patronizes a shop (or the proportion of demanducapgtom a node by one shop) is proportional to its
attractiveness and inversely proportional to a posfedistance to it” (Reilly 1929). In this workhe
HUFF model has been used. The Huff probability fiomc applies the travel time or distance from
customer’s demand nodes to the service centerghdforore, the size of retail centers is as the
attractiveness measure. HUFF was also the firstimaterepresented the Luce axiom of discrete chaice
the gravity model. According to this axiom, custesnemay choose more than one center to go and the
probability of going to a specific facility is edua the utility ratio of that facility to the suof utilities of
all the facilities visited by customers (Huff 1964)

The competitive facility location models candategorized in three spatial representations:

1. Continuous space, where the potential locatiomeffacilities can be anywhere in the space.

2. A network, where facilities are allowed to locatgrahare along the edges of the network.

3. discrete space, where facilities are allowed t@teat a finite set of possible locations on the
network.

Therefore, discrete facility location can bpresented as a particular case of network fadditation
problem. In this work, the space is discrete andeffined by a connected graph. Arcs are the passibl
paths between nodes, and the demand nodes aredltoMocate at specific points such as the vertide
the graph. The vertices represent potential looatiior new facilities and the model does not allow
location at the same site for both firms. The idéhierarchical structure is used in this work whis
being introduced in detail in the next sections.uBing the queuing theory, we describe how to bise t
structure. Hierarchical service systems can beifassiccording to their structures such as refaral
non referral systems. In a referral system, thesusan go to a higher level server only when they a
reffered by a low level server.

The structure of the remainder of this paperiggmnized as follows: In the next section, relévamrent
studies found in the literature are reviewed. $ac8 contains the problem definition and matherahtic
model of the problem. Section 4 proposes the swiutiethods. Section 5 validates the model. Seétion
contains numerical illustration to demonstrate dpelication of the proposed algorithms and to eatalu
its performance. And finally, section 7 contains tonclusions and future study.

2- Literature Review

Hotelling (1929) introduced the competitive il location problem. His work on two firms
competing in a linear market with consumers distgld uniformly along the line and set the foundatio
of what is today the burgeoning field of compettiecation, and his assumption was that, each déman
point is attracted to the closest facility. A comipensive review of the competition on a line carfooad
in Eiselt and Laporte (1989). Several studies ushey same spatial representation as Hotelling but
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modifying the economic assumptions were carriedimtite economic sector (Hoover, 1936; Lerner and
Singer, 1937; Smithies, 1941; He et al. 2016; EbMatsushima and Shimizu, 2015; Buettner and
Schwerin, 2016). Revelle (1986) defined the contipetfacility location problem as a maximum capture
problem. The model finds the optimal location omedwork considering that each demand point will
patronize the closest facility. Revelle’s formutetihas been expanded by Serra et al. in some works.
Serra, Marianov and Revelle (1992) and Serra aneliRe(1993) introduced models with facilities that
are hierarchical in nature and where there is cditiggeat each level of the hierarchy, a secon@mesion
took the possible reaction from competitors torgkihat firm into account (Serra and Revelle 1994).
Finally, Serra, Ratick and Revelle (1996) offer adification of the maximum capture problem in which
they consider uncertainty. The authors considéermdint future scenarios with respect to the denzanu
or the location of competitors. A good review ofsk models can be found in Serra and Revelle (1996)
considering that a future competitor will locateeoor more competing facilities in the area. Freire,
Moreno, and Yushimito (2016) discussed the linea @onlinear integer reformulation of the maximum
capture problem with random utilities and introdilice new branch-and-bound algorithm based on a
greedy approach for solving a relaxation of thgioadl problem. Drezner, Drezner and Kalczynski @01
investigated a leader—follower (stackelberg equilim) competitive location model and solved the
follower’s problem by a branch and bound algorithma designed an effective Tabu search algorithm for
the solution of the leader’s problem. Blanquerale{2016) studied thp-facility Huff location problem
on networks, though the-facility Huff location problem has been deeply ditd in the field of
continuous location. Studying the consumer’s bedraa choose the facilities indicated that the comsr
not only cares about patronizing the closest fgcitiut also considers other variables to make the
decision. These models are based on Newton’s Lo@rafitation, Reilly (1929) and Converse (1949)
and then the Luce axiom of discrete choice that ima®duced by Huff (1964)Facility location-
allocation problems arise in many practical seftifigm various industries including health care and
emergency services to manufacturing networks (TrmasArns Steiner et al. 2015; Tate et al. 2014;
Tohidi 2015; Sainathuni et al. 2014). The firstiliac location model for health care systems was
introduced by Hakimi (1964). Also, it was followég many innovative efforts of the other researchers
Guerriero, Miglionico and Olivito (2016) studiecetiproblem of location and reorganizing the Calabria
health care network. Ghaderi and Jabalameli (2Qi8sented a model that is concerned with the
determination of the optimal locations of incapatetl health care systems. Vatsa and Jayaswal (2016)
studied a multi-period problem of allocating dosttw primary health centers. Mohammadi, Dehbari and
Vahdani (2014) proposed a bi-objective reliableatam model for health care management and under
limited capacity and a patient queue system with pratient groups is created. Cooper (1963) categri
the location-allocation (LA) problems into two difent classes: One of them is called uncapacitated
problem (Damgacioglu et al. 2015; Kratica, Dugosifed Sau, 2014).And, the other category of LA
problems is also considered by many researchelsiding Alizadeh et al. (2015); Zhou and Liu (2007)
and Marinakis (2015). Church and Eaton (1987) aaddd and Church (1994) provided the reviews of
early hierarchical models, and a comprehensiveevewf newly-developed hierarchical location models
can be found in Sahin and Sural (2007) and ZanjiFanahani et al. (2014). The first fuzzy model for
location-allocation in the hierarchical systems waseloped by Shavandi and Mahlooji et al. (2006).
They introduced a fuzzy hierarchical queuing lomatillocation model for maximal covering location
problem (MCLP) in coherent systems. In another w&tkavandi and Mahalooji (2007) developed fuzzy
hierarchical queuing models for MCLP, in both ndsted referral systems. Furthermore, a successively
inclusive hierarchical model for the location ofalte centers in term of patients’ transference fram
lower level to a higher level of health centers besn studied by Alinaghian, Hejazi and Bajoul @01
Zarrinpoor, Shavandi and Bagherinejad (2012)elbped a covering location-allocation model for
congested systems in the competitive environmehéyTused the HUFF model to specify a tradeoff
between attractiveness and travel time. In theidehothe quality of the services or reputation tof t
centers and less travelling time is considerechasattractiveness measure to influence the uséceho
behavior. We would explain the quality of the seed or reputation of the centers in our work. One
important topic that is not mentioned in healthetatiterature review is the particulaonsideration for
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the attractiveness measure to influence the usgcehbehavior. Our goal is to create a model thatdre
practical in the real world. Therefore, the conceptuser choice environment” has been used in this
research. Customers have full control over thelifadihey choose to patronize and they do so by
associating the attractive factors with each fgciln this model, the quality of the services eputation

of the centers and the lower travelling time aresidered as the attractiveness measure to infludwece
user choice behavior. The quality of the serviceslétermined by the convenience amenities of the
centers. To explain this measure, we considerdhewiing issues: the idea of hierarchical structbhas
been used in many efforts. According to the literatof hierarchical structure, there exist many
hierarchical structures at service networks, sigshealth care systems. In these systems, generakrse
provide low level services, such as primary healithe and specialized hospitals provide high level
services. In this research, we use this strucnsielé any systems, because there are some lowigimd h
levels and sections at different levels of hospitlat provide different types of services and have
different resources and personnel. So, one purpbffee model is to determine the optimal capacfty o
resources and personnel at different sections ef tiho levels of the hospitals according to the
requirements of patient§ herefore, we represent this measure accordinchaotliree categories of
characteristics; first: number of sections of the land high levels of the hospitals and the capafit
personnel and resources of these sections wilttaffee quality of the services and reputation @& th
service centers. Second: staff experience in varsaetions of the hospitals will affect the quatifythe
services. And finally, patient requirements to Hagious sections of the hospitals are brought ligut
such as a measure that shows whether the openiegcbf section inside the hospitals is reasonable or
not.

3- Problem Definition

In order to model the problem, the paper carsithe following indices, parameters and variables
assumptions:
3-1- Sets and Indices

i Index for customer nodes €1,....,N ,whereN is the number of customer nodes)

B Set of locations occupied by the éxistompeting hospitals (Number of these locatisns
equal tov )

B Set of potential locations for tiew facilities B=N-B

K, Index for low level sections inside the hospjtaivhereK 'is the maximum number of low

level sections inside the hospitals

z, Index for high level sections inside the hospitathere Z ‘is the maximum number of high

level sections inside the hospitals

I Index for types of patients in termspbiysical health status and their requirement$éo t
various sections of the hospitalsl =1,....,L

r Index for resource types inside the level sections of the hospitals r, =1,..... R,

r, Index for resource types inside the high levelisastof the hospitals r, =1,..... R,
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C, Index for personnel types inside the lovelesections of the hospitalsc, =1,.....,G
o Index for personnel types inside the high levetisas of the hospitals c,, =1,.....,G,

3-2- Parameters

v Number of new facilities to be located
Q Upper bound for resource capacitpin levels
Q Upper bound for resource capacity in high levels
@) I
Upper bound for personnel capacithpim levels

o} o

Upper bound for personnel capacity in high levels
H. The attractiveness of existing and fesilities

B,a,0  Arethe numbers between (0, 1) represenitbertance of different factors

a, The population of tydén demand node
f Staff experience of the hospitals

The travelling time of patient tyddrom demand nodeto the facilityj

y;(j | Location parameter shows that a low |eeetionk at the hospitglis open

y;j | Location parameter shows that a high level seciatthe hospitglis open

cap; System capacity of the existing faciljtjn the competitive environmeng (OB )

Wi i Indicates whether or not the patient typeeds a low level sectidof the hospitaj, (binary
parameter)

W,"Zj | Indicates whether or not the patient tygeom low level sections needs a high level section

of the hospita], (binary parameter), (for patients who have bektaled to the low level sections)

W,"le | Indicates whether or not arrived patients of typeed a high level sectiaof the hospitaj,

(binary parameter), (for patients who are allocatethe high level sections directly, without goiagthe
low level sections)
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p,' K| Refers tathe fraction of the arrived patients tyhethat need the low level sectidnfrom
K

hospitalj, (a number between (0, 1))

p,"’Zi | Refers to the fraction of the arrived patients typ® the low level sectiok, also need the

high level sectioz, (a number between (0,1))

p,""zl | Refers tahe fraction of the arrived patients typéo the hospitaj, that need the high level

sectionz, (a number between (0, 1)), (for patients thaedly visit the high level sections without
referring the low level sections)

A J. Patient typd arrival rate at the open facility

A,"kj i Patient typearrival rate at the low level secti@rof the hospitaj

/1,"1]_ | Patient typearrival rate at the high level sectipof the hospitaj

3-3- Variables

Pii; The probability that customer typfom demand nodewill refer to the facilityj, based on
HUFF model.

Y; Location variable that takes valué facility is located at nodg and zero otherwise

X\ k2, Allocation variable that takes value 1, ifipats typel at the hospitgl are allocated to the

low level sectiork and then are referred to the high level sectjatherwise it is zero.

Rcap, x,j Resource capacitly at the low level sectiok of the hospitaj
Rcapr'H 2 i Resource capacity, at the high level sectianof the hospitaj
PcapCLij ; Personnel capacity at the low level sectiok of the hospitaj

PcapéH 2 i Personnel capacity, at the high level sectianof the hospitaj
3-4- Assumptions
1. The system under study is represented as a network.

2. A model for locating health care facilities (hogjs) in the competitive environment is proposed.

3. In our competitive model a firm operatesfacilities in a market and a competing firm affettte

performance of this market by locatingfacilities. Furthermore, its purpose is to maximitze
market share.
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4. The idea of hierarchical structure (referral systeis used inside the hospitals.

5. Each facility is acting as an M/M/C/gueuing system, there ae servers in each hospital akd
is the total capacity of the hospitals.

We consider a discrete location space and oh erade of the network, there is a given number of
customers that generates a demand for hospitalgitiver candidate locations for hospitals. Itsstamed
that each hospital consists of both low and higkl&e Low level sections of the hospitals offer Imwel
services and high level sections of the hospitéflsr digh level services. Each of these two leves
different sections. The low level sections of thuspitals consist of sections such as hospital esnesg
departments, general practitioners departmentshigidevel sections of the hospitals consist atisas
such as ICU, CCU, and specialist physicians andesuns departments. “The attraction function”
describes how a customer’s attraction towards ditfaés obtained and then the probability that a
customer patronizes a facility is obtained. In théper we use the HUFF model (Huff 1964). That is
proportional to a power of facility’s attractiveiseand inversely proportional to a power of trauglet to
it. Patients based on their physical health stahgstheir requirements can be allocated to eathesk
centers and choose the best of them accordingetodtfiteria. We assume that each low level seation

each hospital has C, personnel and its capacity is finite and equal to

R K (SRS
R =D Rcap_kwﬁzﬁz Pcap, ; and each high level section of the hospitals Ggs personnel and

=1k =1 G =1k=1

Ry Zj Cy %
its capacity is finite and equal ®, =>">" Rcang_ﬁzz Pcap , ;then each hospital behaves as an

H=1z=1 G=1z=1
M/M/C/K queueing systen§=C +Cy is the total number of servers in each hospitdlkmR;+R; is the

total capacity of the hospitals. The service disttion in each section is assumed to be exponeatidl
arrivals to each section follows a Poisson process.

3-5- Mathematical model

MaxZ:ZZZaLI R (N

jO0B iON 10L
DY =V @)
i0B
5 R1 K(j) R2 Z(Jj) C1 K@) c2 z(j) .
H J = Rcapfl k()] + z z RcaPZ z(j).j + z PcauQ’k(j))j + z z Rcacg’z(j)yj (2
ri=1k(j=1 ra=1z(j=1 cE1k(jF1 cz 1z(j 1
2 L KO Looz() Lz .
+fi * Dlwlk(1)1+z D, Wi 20). +z D, W60 juB
=1 k(=1 = Z()=1 =1 2(pe1
] o L 2() . L 2() ) .
H® =cap + f 7+ D Wi t 2, O W, * D W, JOB (2b)
=1 k(=1 =1 2(=1 =1 Z()=1
q,,; = H“ /ti,l,jd— jOBUB’ (3)
Pii =Y. Y /Z Qim ¥ ¥ Z 9im j0 BUB (4)
mUB mOB’
N
A :zai,|p|,|,j jodBU B (5)
i=1
Ak = AWk P joBUB’ (6)
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|Z(j)] Z[/]wgnxlk(])z(]) W|z(1)| z(j)]] [M ZAIkQ )(W|z(1 p|z(1 9] J.DBUB‘ (7)

k(j)=1 k(j)=1

RcaR, ;S Q¥ @)
Rcap,, ;< Q'Y )
Pcap, v, < 0¥y, (10)
Pcan, ;< O'Yy, 11)
A < Reap, ), pB 12)
A1 S RCAR, L), B 13)
A < PCay pB 14)
A S PCR, 4 pB 15)
ZL:/]H <cap OB (16)
1=1
y; 140,13 jB A7)
Xikizo; KO OITL, k() OK z(j) 0z ,j B WB 18)
R,]>0DJDBUB 0L (19)
Pcap, ;2 0,Pcap,,,=2 O,Rcap, = O0,Rcgp,;=2 O ¢

Ocl0 CLcZl C2,r0 RL, 2 R2,k()) K,z()) 'Z{B

The objective function of the model maximizis total demand captured by the new hospitals and
expression 1 shows the number of new facilities¢ha be opened.

In order to discuss equation 2, the followisguanptions have been considered:
Our goal is to create a model that is more pralctitahe real world. So the concept of “user choice
environment” has been used in this research. Cesthave full control over the facility they chodee
patronize and they do so by associating the abraéactors with each facility. In this model, thaality
of the services or reputation of the centers isitiared as the attractiveness measure to influtieceser
choice behavior. The quality of the services outafion of the centers is considered as the aittewss
measure and the quality of the services is detemnlyy the convenience amenities of the centers. To
explain the attractiveness measure, we considdolioging issues:

1. It is assumed that each hospital consists dfi bmtv and high levels and patients based on their
physical health status and their requirements eaallocated to each of these sectors. The number of
these sections is different inside the various taksp In fact, in all hospitalsK 'is the maximum number

of low level sections and 'is the maximum number of high level sections that be opened. Center
managers based on their own criteria decide wractians can be opened inside the hospitals, and wha
equipment and human resources can be assigneento Mumber of hospitals’ sections, and the capacity
of personnel and resources of these sections ffé@ttathe quality of the services and reputatiorthef
service centers.

2. Staff experience in various sections of the hakp
3. Patient requirements to the various sectionghef hospitals are considered such as a measure,

N
D, =Y a, , that is the whole demand of patients tfi®m all of the demand zones, when multiplied by

i=1
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thew,, ;. W,, ;, W, ;, that shows the requirements of patients to théows sections of the

hospitals, so a measure is obtained that showshehtte opening of each section inside the hospigal
reasonable or not, and the attractiveness measampiessed by the following expressions:

R K Ry Zj } G K Gi Zj .

HP =2 > Rcap, +> > Rcap, +> > Pcap +> > Pcap, + [F (21)
=1k =1 p=1z=1 g=1k=1 §=1z1

LK L % _ L 3 .

z D, Wik,.i +ZZD| Wi, +z D Wiz, joB

1=1 kl=1 =1 ZJ=1 |=1%=1

) L K L % , L 4 " .
HY :Caﬂ+§"+ZZDWki,j+ZZD W, i +>.2.D W i joB (22)

1=1 kj=1 =1 z=1 Fl1z=1

Capacity of the existing competing hospitalali®ady predetermined and we are going to determin
the capacity of new facilities that can be opened.

Attractiveness function; the HUFF model (Hu8i6%), (equation 3) is defined by the expression:

q,; =H /ﬁ,j jOBUB (23)

The probability that customer typérom demand nodechoosing to go to the faciliy(equation 4) is
as below:

Piii =4 Y /Z Qm Yo * z q.n JOBUB (24)
mOB mOB

It is obvious that the demand originating & demand nodes can be served by more than onigyfacil
according to the probabilistic function. Figurehbws the network of our model.

32



Patients decide to chse the best hospital according to
lower travel time or the quality of the services or
reputation of the centers (Number of the low anghh
level sections of the hospitals and the capacity of
personnel and resources of these sections, stadfiexce
in various sections and patient requirements tosén®us
sections of the hospitals will affect the quality the
services and reputation of the service centers

New hospital in competitivi
environment

New hospital in competitivi
environment

AN

Low level
sections inside
the hospitals
Existing hospital in .
competitive environment High !evel
sections

Demanc ”
nodes
Paths betwee
nodes

Fig.1.The graphical representation of the network ofmoblem (N=7, K =37 '=3,v=2,V’ =1)
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In order to discuss equations 5 the followixglanations have been considered. We assume #at th
request for service at each demand node appeagangto a Poisson process with average demaad rat

a ,, since/ ; is equal to the sum of the average demand ratéegfrocesses at the demand nodes that

is served by the facility, thed, | is also Poisson procesz];,kwj, Al':zwj are the lienear combinations of
some Poisson processes as well. So they are alssbR@rocesses.

N
Ay = 28R, (25)

To calculate)l,"kj ; (equations 6)he rate of entering patients typato the low level sectiok, at the
hospital j, patients who have been allocated to the hospitedsed on their health status and their
requirements are allocated to the low level sestibthe conditiorE:;lp'lykl,j =1 is observed, the arrival

rate to the low level parts is calculated below:

/]'I,kj,j :AI,jWI,kJ,j p:kj,j (26)

To calculated, , |
7,

the hospital, we assume that the patients who hmeen assigned to the low level sections, with
probability pl"le ; Will need the high level sections, if conditiorfj:lpizl'j =1 is observed; therefore,

(equations 7)the amount of entering patients typto the high level segments of

these patients are referred from low levels to héyels. Allocation variable<|,kj 2 EXpresses referring

patients from low levels to high levels. (the idefahierarchical structure has been used inside the
hospitals).

K;
\ _ . . ; (27)
A Lz i~ ;_l:[/] LKj,i Xl,kj,z,- i Wl,zj N pl,z, ,j]
=

However, patients with serious situations stidnd directly allocated to the high level sectiomishout
being allocated to the low level sections, if tlendition Zilp}tm =1 is observedIn this case, the

patients who have been assigned to the low levidl®evdeducted from the patients entered the halspi
the remaining patients, are the patients who weiichonly the high level sections.

Ay =3 A 20, o )] (29
k;=1

ThenA’

1.z

(equations 7is as follows:

K; K
/]"l,zj,j = Z[/‘ LKj.J X|,kJ,zj,j Wl,zj N pl,z] ,j]+[(/1|,j _ZAI,kj,j)'(WI,Zj,j pl,zj,j)] (29
k;=1 k;=1

Expressions 8-11 mean that resource and pezsoapacity inside low and high level sectionshaf t
new facilities are bounded and low levels and Haytels inside each hospital are different from othe
and are already predetermined, because these keefgredetermined and when the hospitals open, the
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various sections of the hospitals will open; yfgj g y;j ; are location parameters. Expressions 12-15

assure that the arrival rate for each low and hégkl section inside the new facilities must bes ldmn
their resource and personnel capacity (becausehthieage is not allowable) and expression 16 assure
that all types of arrival patients to each exisfiagjlity must be less than its total capacity dtatapacity

of existing centers consists of both resource ardgnnel capacity in various sections of the hak)it
Finally, expressions 17, 18 show the binary vadaband expressions 19-20 show the nonnegative
variables.

4- Solution Methods

4-1- Ant Colony Optimization

Ant colony optimization (ACO) is population le@ismeta-heuristic and can be used to find apprdgrima
solutions to difficult optimization problems. Thidgorithm was initially proposed by Dorigo (1998) i
his PhD thesis. In ACO, a set of software ageniectartificial ants search for good solutions dakle
inspiration from the behavior of real ant coloni€sey use chemical cues called pheromones to pavid
sophisticated communication system. An isolated amdves essentially at random but an ant
encountering a previously laid pheromone will deteand decide to follow it with high probabilignd
thereby reinforce it with a further quantity of thBeromone. When they arrive at a decision poimay t
make a probabilistic choice, biased by the intgnsft pheromone they smell. In ACO algorithm, the
optimization problem is formulated as a graph G,=C$ where, S is the set of components of the
problem (instantiated decision variables), and thésset of possible connections or transitionsragribe
elements of S. The solution is expressed in teffisasible paths on the graph G, with respectdetaf
given constraints. The population of agents (aatdlectively solves the problem under consideration
using the graph representation. A pheromone tralevt  j is associated with each component S,
pheromone values and the attractivengggof the move, as computed by some heuristic indigéatie a
priori desirability of that move. This attractivesse which remains constant during the run of tlogam,
is determined by, ; jy =1/1 ; j, where |; j is the cost of move from vertex i to the verteangp allows the
probability distribution of different components e solution to be modeled to compute the trasiti
probabilities. In this work |, j is the travelling time from demand nodes to thwise centres. Starting
from the initial vertex i, an explorer ant m choeg®obabilistically vertex j to observe next, usthg
following transition rule:

(30)

(0] B it j0S,, (i)
T -
0 otherwise

a andp are two parameters that control the relative wedglpheromone trail and heuristic value and
Sn (i) is a set of vertices that remain to be obsefwe@dnt m positioned at vertex i. Equation 31 shows
that the quality of the path (i, j) is proportiortalits shortness and to the highest amount ofgshene
deposited on it. The ants move from vertex to wealeng the edges of the construction graph exptpit
information provided by the pheromone values acdeimentally building a solution.

Additionally, the ants deposit a certain amounpb&romone on the components, that is, either on the
vertices or on the edges that they traverse. Thmuatr,  ; of pheromone deposited may depend on
the quality of the solution found and is the medésmnby which ants communicate to share information
about good paths.
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QL . iy if ant m uses curve ij in its tour
Atmip= 1 0 otherwise (31)
Q is constant.

Ants change the pheromone level on the pattvgcles vertices using the following updating rule:
Toj = P+ D Dl (32
p is the trail evaporation parameter.

4-1-1- Stopping Criteria
The maximum number of iterations must be metdp the algorithm (Maxit).

4-2- Tabu Search
Tabu search was introduced by Glover (198901L9Babu search is a meta-heuristic that guidesa |

heuristic search procedure to explore the solutizaice beyond local optimality. Figure 2 shows Tabu
search process. The steps of Tabu search arecas bel
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Randomly generatg
an initial solution

A 4

Calculate neighborhood

Choose a candidate moJ®

!

Will
solution be
the absolute
best?

No

Is
candidate
Tabu?

Reject candidate move
adjust the neighborhoo

S

Update solution by
incorporating the
candidate move, set z valug

No

Isa

termination conditio

satisfied?

Stop and report
the best solution
found during search

Fig.2.Tabu search process

4-2-1- Initial Solution

To cearte the initial solution, it must be ddesed that the existing facilities are not regarite the
new solution, because the model did not allow theation at the same site for both firms. The
chromosome consists of a string of 0 and 1s withHehgth of B, and the ones of a chromosome repirese
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the location of new hospitals and their sum is etma, (the first constraint has been consider&dith
respect to the expressions 8-11, and 18-22, aatimeeprocess has been done to make the initiatisal
feasible.

4-2-2- Neighborhood structure
To create a neighborhood of the current satissvap mutation is used.

4-2-3- Aspiration Conditions

The aspiration function is simply a matter dfether or not the next solution is better than raye
we have seen so far. If it is better, and it istake still accept it. Then, the best solutioneridn is as
follow: If a tabu solution encountered at the caotrigeration, it is better than the best solutionrfd so
far, then its tabu status is overridden.

4-2-4- Termination Condition
The maximum number of iterations must be metadp the algorithm.

4-3- Parameter Adjustment
Since the results of all meta-heuristic techagjare sensitive to their parameter setting,rédsired to
do extensive simulations to find suitable valugs/firious parameters.

4-3-1- Factors affecting the performance of the atithms

The parameters of ACO are (weight of pheromone trail)}} (weight of heuristic value)y (trail
evaporation weight), Q (a constanty,(Initial Pheromone), nAnt (Number of ants), Maftilaximum
Number of Iterations) and the parameters of TSnaa&it (maximum number of iterations), TLO (the
length of Tabu list), and Nmove (the number of hbigrs). The number of neighbors in TS is not
constant during the algorithm running, therebys itariable and a function of length of the chroomos,
therefore if the length of B (LB) <20; Nmove=3LH, liB>20 and LB<100; Nmove=8LB, otherwise
Nmove=LB. Some of the combination values of them@meters are given in tables 1 and 2.

Table 1Description of the parameter levels for the experitof TS

Parameters w Medium High
maxit 70 100 200
TLO 20 40 50
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Table 2 Description of the parameter levels for the experitrof ACO

Parameter Low Medium High
MaxIT 100 150 200
nAnt 30 50 70
Q 0.1 10 100
o 1 1 1

B 0 0.1 0.2
P 0.02 0.05 0.1
To 1 1 1

The Taguchi method involves reducing the vasiatn a process through robust design of experisent
The Taguchi method was developed by Taguchi (19B6¢. experimental design proposed by Taguchi
involves using orthogonal arrays to organize theupaters affecting the process and the levels athwh
they should vary. The Taguchjlorthogonal array is used for five factors of AGDthree levels with a
total of twenty seven observations on the respoiisee examples of different sizes were generated a
used four times for different twenty seven combora of the parameter levels, where the stopping
criterion is met. Taguchidorthogonal array is used for two factors of TSthate levels with a total of
nine observations on the response. Three exampldiffarent sizes were generated and used fourgime
for different nine combinations of the factor lexelvhere the stopping criterion is met. Figuresn@ 4
show the mean S/N ratio plots for each parametet la problems, respectively. Tables 3 and 4 danta
all of the best parameter level combinations fbofthe problems.

Main Effects Plot for SN ratios Main Effects Plot for SN ratios
Data Means Data Means

maxit TLO
66.175

66.170
66.195
g K 66.165
66.190
66.160
66.185 66,155 ./\
66.145
66.175
66.140
1 2 3 1 2 3 1 1 2 3

Mean of SN ratios

Mean of SN ratios
3
8

Maxit nAnt Q Beta rho
66.170
2 3

1 2 3 1 2 3 1 2 3

Signal-to-noise: Larger is better Signal-to-noise: Larger is better

Fig.3.The mean S/N ratio plot for the parameters ofigs4.The mean S/N ratio plot for the parameters of ACO
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Table 3TS parameter results

Parameters maxit TLO
Parameter Values 50 020

Table 4 ACO parameter results

Parameters MaxITnAnt Q p B
Parameter Values 200 70 10 0.1 0.1

5- Validation of the Model

For validation of the model first, 16 test peohs in small and average sizes were generatedideca
the GAMS Software is incapable of solving largeegizoblems and needs long time runs for large size
problems. Then, these problems were solved in apdtion software. The meta-heuristic algorithms are
coded and compiled in mathematical software. Eesmple was run three times in each meta-heuristic
algorithm and the average of them has been compeitbdthe results of the optimization software in
table 6. In this section, the performance of patamined TS and ACO and optimization software are
compared using a statistical t- test. Randomly ggad parameters for solving the model are shown in
table 5.
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Table 5.Randomly generated parameters for solving the inode

Factors Levels

Numbe of demand nodes [5 50]
Number of existing facilities [1 6]
Number of new facilities [1 6]
Types of patients [1 2]
Type of resources in low level sections of the ftafp [1 2]
Type of resources in high level sections of thephats [1 2]
Available personnel in low level sections of tlwespitals [1 2]
Available personnel in high level sections of tiospitals [1 2]

The population in demand nodes [1 100]
The traveling time [1 100]
Personnel experience in service centers [1 100]
Number of low level sections inside the hospitals [1 5]
Number of High level sections inside the hospitals [1 5]

Upper limit to the capacity of resources insideltve level sections in every new hospital 040

Upper limit to the resource capacity of the higlelsegments inside each new hospital 4(
Upper bound for the personnel capacity in low lesgaltions inside new hospitals 400
Upper bound for the personnel capacity in highlleeetions inside new hospitals 400
Upper bound for the hospital capacity in theséng hospitals 1100
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Table6 Comparison of the results of TS and ACO and opttion software)( is our objective function valug, is
the competitor’'s objective function value, A is onarket share and B is the competitor's marketeshad T is the

CPU time)
Optimization software TS ACO
N v VA A AB T M A B T A B T
5 1 |16 9.4 0.53 0.47 1.6 9.4 0.53 047 7115 9.5 0.52 0.48
2 1| 138 6.2 0.69 0.31 4138 6.2 0.69 0.31 3.8 6.2 0.69 0.31 2y
1 2698 13.01 035 0.65 8.98 13.01 0.35 0.65 @95 13.05 0.35 0.65 45
2 2|15 9.5 0.52 0.48 14.5 9.5 0.52 0.48 1.4 9.6 0.52 0.48 57
10 2 2|23 19.7 0.51 0.49 4483 19.7 0.51 0.49 154 19.6 0.51 0.49 66
2 3/16.07 239 04 0.6 3886.07 23.93 0.4 0.6 W6.06 23.94 0.40 0.6 14
3 2|245 155 0.61 0.39 5024.57 15.43 0.61 0.39 2459 1541 0.62 0.38 81
3 3| 254 1946 051049 580 | 259 1941 0.52 0.48 1861 19.39 0.52 0.48 81
12 2 3| 1494 21.06 042 0.58 9394.71 21.29 0.41 0.59 2M.65 21.35 0.407 0.593 (7€
3 2|14.47 9.53 0.6 0.4 7664.54 9.46 0.61 0.39 m55  9.45 0.61 0.39 7€
15 3 3| 773.6 430.55 0.65 0.35 16{1773.5 430.51 0.64 0.36 5073.58 430.42 0.64 0.36  10¢€
4 3|1021.3 603.7 0.63 0.37 1883021.3 603.7 0.63 0.37 5021.3 603.7 0.63 0.37 12%
18 3 49105 1001.5 0.46 0.54 220911.35 1000.67 0.48 0.52 7211.36 1000.630.48 0.52 131
4 4|1341.1 502.8 0.7 0.3 3248343.2 500.81 0.73 0.27 8B343.41 500.58 0.73 0.27 152
20 4 5|980.56 825.58 0.52 0.48 36(1086.35 819.65 0.55 0.45 886.45 819.56 0.55 0.45 16¢€
5 5]1175.5 785.1 0.65 0.35 40p6173.1 787.88 0.6 0.4 9p171.9 789.1 06 04 186

5-1- Statistical Comparison
Sixteen test problems were generated and sehitedTS, ACO algorithms and optimization software.

In this regard, paired t- test is performed at 9%@hificant level for the comparison of each algori’s
results with the results of optimization softwavhile for the mean of fithess value comparison, the
hypotheses are as follows:
Ho: Mrs=Hcams

(33
H,: Otherwise
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And

Ho: Maco=Hcams (34)
H,: Otherwise

Table 7.Table of paired sample t- test, for the equalitynefans for Objective Function Values (OFVs) of i@ ACO and
optimization software

Paired Differences

=

95% Confidence Interval ¢
the Difference

Std. Std. Error Lower Upper

Mean | Deviation| Mean t Df | Sig. (2-tailed)

Optimization

software-TS -0.38835 1.67499 | 0.41875 | -1.28089 0.50419 ([-0.927| 15 0.368

Optimization -0.32904 1.86411 | 0.46603 -1.32235 0.66428 |-0.706| 15 0.491
software-ACO

The results of tests for the equality of meansgpaesented in table 7. As the results show, sigaifie for
the equality of means for both algorithms is gretitan 0.05, therefore, the assumption of the éyuef
means will be accepted and it can be concluded thetproposed algorithms in the significance lefel
0.95 are similar to the results of optimizationtaafe.

6- Numerical Experiment

In this section, several test problems witledént sizes (small, medium, large) are solvedvaduate
the performance of two presented meta-heuristiordhgns. Totally, ten test problems were randomly
generated and these problems have been run fertihres and their average has been compared with th
results of the other algorithm. Therefore, thiniys were done with every algorithm and the resars
shown in table 8.
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Table 8 Comparison of the OFVs and CPU Times of the propa$gorithms X is our objective function valu, is
the competitor’'s objective function value, A is ooarket share and B is the competitor's marketeshar

TS ACO
Oder N v v A N A B PO A N A B CPU
1-3 10 [2 [3 [633 273 0.698707 0.301 [22 [633 273 0.698367 0.301 |77
4-6 10 |3 |2 |992 271 0.785147 0.21485323 | 991 271 0.784933  0.21506P3
7-9 20 |2 |3 |1073 906 0.541977 0.45802346 | 1073 906 0.54211 0.45789 101
10-12 |20 |3 |2 |1443 528 0.732073 0.26792749 | 1443 528 0.73206 0.26794 106
13-15 |30 |3 |4 |2082 1022 0.67068 0.32932 159 | 2082 1022 0.670857  0.329143159
16-18 |30 |4 |3 |2247 730 0.75464 0.24536 166 | 2247 731 0.75456 0.24544 162
19-21 |40 |4 |5 |2463 1477 0.625147 0.374853343 | 2458 1482 0.62383 0.37617 232
22-24 |40 |5 |4 |2740 1048 0.723373 0.276627 347 | 2726 1062 0.71951 0.28049 234
25-27 |50 |5 |6 |2794 2070  0.574513 0.425487584 | 2823 2041 0.58033 0.41967 315
28-30 |50 |6 |5 |2883 1800 0.615667 0.384333%19 | 2874 1809 0.613727  0.386273328

6-1- Statistical Comparison

To evaluate the performance of the mentionedrpater tuned algorithms paired t- test at 95%
significant level is performed while for the meaimdss value and run time comparison, the hypothese
are as below:

Ho: Hrs=Haco

H: Otherwise

presented in table 9.

(39)

The results of tests for the equality of mefamsObjective Function Values (OFV) and CPU times a
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Table 9Table of paired sampl« test for the equality of means for OFVs and CRhks of ACO and T

Paired Differences
95% Confidence Interval
Std. Std. Error of the Difference
Mean | Deviatior Mean Lower Upper t Df | Sig. (2-tailed)
OFVY TS-ACO
CPU  TS.ACO |o.06057 | 11.1825' | 3.53625 | -7.93898 8.06011 | 0.017( 9 0.987
54.96467 135.6448 | 42.89467 | -42.06981 | 151.99915| 1.281( 9 0.232
OUR ORV
400(
300C
200C - ——TS
100C —B-ACO
O T T T T T T T T T T 1
12345678910

COMPETITOR'S
OFV

300(

200c
100C - —TS
0 T T T T T T 1 +ACO

123456782910

Fig.5. Comparison of the competitor’s (existing facilifiegd our (ne facilities) OFVs of the proposed algorith
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CPU TIME

=—TS
=#—-ACO

1 2 3 4 5 6 7 8 9 10

Fig.6. Comparison of the CPU Times of the proposed algars

As the results show, significance for the equalityitness function means and CPU times are gre
than 0.05, the assumption thie equalty of means will be accepted. Therefore, it carcdecluded th;,
the proposed algorithms in the significance | of 0.95 are similarThe comparison of the OFVs a
CPU imes are presented in figur5 and 6.

6-2- TOPSIS Method

Technique for Ordesf Preference by Similarity to Ideal Solution (TQ8Bwas originally deeloped
by Hwang and Yoon (1981yith further developments by Yoon (198@)d HwangLai and Liu (1993).
TOPSIS is theMulti Attribute Decision Maker MADM) method that waslevelope under the concept
thatthe selected alternative is the nearest from thal idolution an the farthest from the negatiideal
solution. Decision matrix andeights of the alternatives are inputs of this method. To estim the
weights of the alternative vectahe entropy method has been used.

6-2-1- Entropy Method

Entropywas developed by Shanr (1984). We use fropy method to evaluate the weights of
alternatives, when ¥ (score of option i with respect to criteriolis known, and deision maker has no
idea about the weights of the alternatives. We tan X = (x;) mxn matrix as th input of Entropy
method, Therefore & create an evaluation matrix consisting of m a#tves (2 algorithms) and
criteria (OFV, CPU). Inputs of the (cision matrix are the meansf OFVs and CPU times in ea
algorithm.And the steps of this method are as follc

OFV (+) CPL ()

TS 1935.007756 235.7:

ACO 1934.947189 180.7¢

Step 1Construct normalized decision ma.

»_ 0.5  0.56¢
n, =—— fori=1,...,mj=1,...,n I (37)
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Step 2Calculate the below expression.
TR TR - -
E, _1+mi§:1:(nj Inp) (E=0, E= 0.012€ 39)

Step 3Normalize the weight vector.

E. n
W, =— >w, =1 (39
I
j=1
And the weight vector is obtained.
OFV CPL
W= [0 1] (40)

The TOPSIS process is carried out as folloveshave a decision matrix;{¥«n.

Step 1Construct normalized decision matrix. This stegms$forms various attribute dimensions into non
dimensional attributes, which allows the comparssacross criteria.

L= mxij fori=1,...,m; J =1,..,n ij = 0.000258  0.002. (41)
3% 0.000258 0.00:
i=1 !
Step 2Calculate the weighted normalized decision matrix
0 0.002
Vi =W YiZ 1 o o.00 (42
Step 3Determine the ideal and negative ideal solutions
Ideal solution:
A*={v,, .., \}, where vy ={max(v) ifj0J; min(v) if jOJ} (43)
Negative ideal solution:
A ={vy, ...V}, where Vv ={min(v) ifjOJ; max(vy) if j0J'} (49)

where J is associated with benefit criteria (merbétter), and & associated with cost criteria (less is
better)

Step 4Calculate the separation measures for each ditegna
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The separation from the ideal alternative is:
n 1
d =D -V, F1?  i=los, m (d= 0.0007,g= C (49
=
Similarly, the separation from the negative iddtdrnative is:
n 1
d=D(v,-v)’?  i=l..... m (d=0,d= 0.0007 (46)
=

Step 5And finally calculate the relative closeness @ iteal solution €
G=di/(@d +d) , 6k G <1 (47)

Step 6Then rank the preference order. For ranking alteres using this index, rank the alternatives in
decreasing order.

TS  ACO
G'=1[0 1] (48)

The value of € for ACO 1, and this shows in terms of the objextivnction value and CPU time, its
performance is better than TS’s performance.

6-3- Sensitivity Analysis

To evaluate the impacts of various parameterstr (new hospitals) and competitor's (existing
hospitals) market shares in the user choice enwviem, the 25- node network is used, and the nuwiber
existing and new hospitals in the competitive emvinent is the same and equal to 3.

6-3-1- Evaluation of the Changes ob

d represents the importance of travel time at ttearner’s choice. To evaluate the effect$pfthe
impacts of new hospital’s travel time), our and petitor's market shares are calculated for differen
values of3;. The results are shown in figure 7. Accordinghte figure we can say by increasitg our
market share decreases, and the competitor's msitke¢ increases. In fact, the attractivenesseofidw
hospitals decreases.
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Fig.7 Evaluation of thehanges 084, 6,= 0.5 Competitor’s travel time importance factor is cams},o = 0.5,p=
0.5,(L,R1,R1,C1,C2)=2

6-3-2- Evaluation ofthe Changes ofx

To evaluate the effects af (the importance of service quality dfie new hospitals at the custome
choice), by increasing, the market hare of new hospitals increasegladhe competit‘s market share
decreases. This means ttia attractiveness of our centers increases. Budtseareshown in figure 8.

Market Share

Fig.8.Evaluation of the changes @f,0,= 0.5 (canpetitor’'s convenience services importance fag@onstant)p=
0.5,6=0.5,(L,R1,R1,C1,C2)=2

6-3-3- Evaluation of theChanges off

B is the importance fagot of personal experiencTo evaluate the effects 8f (the effects of personal
experience at the new centems)y and competit’'s market shareare calculate for different values of
B1, by increasing;, our market share increases ¢he competitor's market share decrea The results

are shown in Figure 9.
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Fig.9.Evaluation of thehanges ¢, B,= 0.5 (competitor's personnel experiemegortance factor is consta
a=0.5,6=0.5, (L, R1,R1,C1,C2)=2

7- Conclusions and Future Study

This paper has tried to create a mcfor locating health care facilities (h@tals) in the competitive
location environment, which incorporatese theories of custoem choice behavior to patronize 1
facilities. Customer’s attraction, towards a facility is ob&rby the attractiveness factors suctless
travelling time, thequality of services or reputation of the centet is assumecthat, each hospital
consists of both high and low levels, patients can be allocated ltiigh levels when they are referr
from low levels, and directly visit the high levetctionswithout referring tothe low level sectior in
emergency situationsfwo met«~heuristic algorithms including ACO and were executed for the
produced test problems.h&ir performances were compared in terms of CPU times and fithes
function values. For theomparison purposes, pai t- testand TOPSIS method were employed. °
results of several numerical examples showec, there is no significant difference in the objeci
function means and run time means of ACO an. FurthermoreTOPSIS results shced that, ACO is a
better procedure than TS.

The following approaches can be proposed for futesearct
1) Considering other measures rather the quality of service in centeamd travelling time, such the
service cost of servers.
2) Consideing the multi objective function probleand solving it by suitable meheuristic algorithms
(such as NSGA-Il and NRGA).
3) Making the model closer to the reality, consitgisome of th parameters, fuzzy or randomuch as
demand rate)
4) Employing other metheuristic algorithms or heuristic algorithior hybrid of heuristic an
metaheuristic algorithms to solve the model and inggde their efficiencies
5) Developing othequeuing system rather than M/M/C
6) Developing heuristic approach insteof generating random solution in the initial segin
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