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Abstract

In a supply chain, cross-docking is one of the mipstovative systems for
ameliorating the operational performance at digtidn centers. Cross-docking is a
logistical strategy in which freight is unloadearr inbound trucks and (almost)
directly loaded into outbound trucks, with little po storage in between, thus no
inventory remains at the distribution center. lis $tudy, we consider the scheduling
problem of inbound and outbound trucks with muétiplock doors, aiming at the
minimization of the makespan. The considered sdivegliproblem determines
where and when the trucks must be processed; alsaalthe interchangeability
specification of products, product assignment isiedsimultaneously as well.
Inbound trucks enter the system according to tted@ase times’, however, there is
no mandatory time constraint for outbound truclspreee at a designated stack door;
they should just observe their relative dockingusegqes. Moreover, a loading
sequence is determined for each of the outboundkgruln this research, a
mathematical model is derived to find the optin@lgon. Since the problem under
study is NP-hard, a simulated annealing algoritbnadapted to find the (near-)
optimal solution, as the mathematical model wilt be applicable to solve large-
scale real-world cases. Numerical examples have tere in order to specify the
efficiency of the metaheuristic algorithm in compan with the results obtained
from solving the mathematical model.

Keywords: Cross-docking, Truck scheduling, Release time, &itad annealing
algorithm.

1- Introduction

Many logistics companies are trying to develepvrdistribution strategies in order to operaterthei
supply chains in an efficient manner. The endeawofind new strategies is a consequence of
customers ordering small quantities of various podsl and at the same time demanding a more
accurate and timely delivery. Cross-docking is afethe innovative strategies to minimize
unnecessary inventory and enhance the customecesdevel (Apte and Viswanathan, 2000). This is
a logistics strategy nowadays used by many comganidifferent industries (e.g. retail firms and
less-than-truckload (LTL) logistics providers). Thasic idea behind cross-docking is to transfer
incoming shipments directly to outbound vehiclethaut storing them in between. This practice can
serve different goals: the consolidation of shiptega shorter delivery lead time, the reduction of
costs, etc.
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The four major functions of warehousing in aitianal distribution center are: receiving, staag
order picking and shipping, and cross-docking seteeeliminate the two most expensive handling
operations: storage and order picking. Hence ados&ing can be described dhe process of
consolidating freight with the same destinationt(lsoming from several origins), with minimal
handling and with little or no storage between wiing and loading of the goodd’an Belle,
Valckenaers and Cattrysse, 201R)this strategy, storage is not allowed unless fior a short period
of a time. An explicit limit is hard to define, botany authors assume that 24h is a maximum storage
time (eg.Bartholdi and Gue, 2004). In practice,rass-dock has multiple loading doors (or dock
doors) where trucks can be loaded or unloaded.umthdrailers are assigned to strip doors for
unloading their freight, and then the unloaded potslare transferred to their appropriate stacksioo
in order to be loaded on the outbound trailers.

Cross-docking corresponds with the goals of Rgply chain management, which includes smaller
volumes of more visible inventories that are dekdemore frequently and faster. Furthermore we can
specify several advantages of employing cross-eigcki comparison with traditional distribution
centers: cost reduction (warehousing costs, invg#tolding costs, handling costs and labor costs),
shorter delivery lead time from supplier to custonmaproved customer service, reduction of storage
space, faster inventory turnover, fewer overstomaiiced risk for loss and damage. Despite the fact
that these advantages make cross-docking an ititeydegistic strategy that can give companies
substantial competitive advantages, it is not abathg best strategy to be employed in every cage an
every condition. Apte and Viswanathan (2000) disedssome crucial factors that influence the
suitability of cross-docking compared with traditéd distribution. The two most important factore ar
product demand rate and unit stock-out costs. Theeit is better to use cross-docking when we
have products with stable demand rates and lowstodgk-out costs and traditional warehousing is
preferred for the opposite situation with an unigtalemand and high unit stock-out costs. If we have
an unstable product demand rate and low unit stotlcosts or vice versa, still cross-docking can be
used when proper systems and planning tools apace to keep the number of stock-outs to a
reasonable level. In order to distinguish betweifierént types of cross-docking, several traits are
considered that can be divided into three categopghysical characteristics, which includes shape,
number of dock doors, and internal transportataperational characteristics, which lead to service
mode and preemption, and flow characteristics, iniclude arrival pattern, departure time, product
interchangeability, and temporary storage.

There are many decisions that cross-dockingtifiers have to tackle during the design and
operational phases of cross-docks. The efficieficyass-docking highly depends on these decisions;
therefore, they should be taken carefully. An esiwm review of the existing literature about cross-
docking problems is done by Van Belle, Valckenaansl Cattrysse (2012), which range from
strategic and tactical to operational problems. $trategic decisions for implementing a cross-
docking system are those made about the crosssitméation and layout design. Once the cross-
dock is available, it will be a part of a supplytwerk (with one or more cross-docks). A tactical
decision that has to be made then is how the gesltidlow through the network, and then the
operational decisions include vehicle routing, ddokr assignment, truck scheduling and temporary
storage. Since we are concerned with truck schaglydioblems in this research, we just present a
brief review of the existing literature about trusdheduling problems in a cross-docking system. The
truck scheduling problem is concerned with the gimssent of inbound and outbound trucks to
different dock doors of a cross-dock (Boysen angbdrler, 2010,Van Belle, Valckenaers and
Cattrysse, 2012). We can regard the dock dooresmurces that should be scheduled over time.
Where(at which door) anadvhena truck should be docked to start its processindetermined by
finding a solution to the problem. To distinguisketlween different types of truck scheduling
problems, Van Belle, Valckenaers and CattrysseZP@ivide the papers in three categories. The first
category considers cross-docks with only one strip one stack door. Therefore in this case, truck
scheduling is reduced to sequencing the inboundoatizbund trucks. The second category includes
studies which consider cross-docks with multiplboimnd and outbound doors but only tackle the
scheduling of inbound or outbound trucks. And thst Icategory is dedicated to the studies which
consider scheduling of both inbound and outbouacks with multiple dock doors.

In the first category, which is concerned witheduling trucks in a cross-dock with only onepstri
and stack door, Yu and Egbelu (2008) developed xedninteger mathematical model with the
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objective of minimizing the makespan of a crosskitug operation, when there is just a single strip
and a single stack door. No arrival and departunes are considered, and the products are assumed
to be interchangeable. Hence, the assignmentsodiupts from inbound to outbound trucks must be
determined as well. In addition, a truck changediree is taken into account, and the transferring
time between the strip and the stack door is fiXdtey assumed that unloading the products can be
done in any sequence. Due to the limitation oflteling and unloading dock doors, if a product is
unloaded from an inbound truck and the destinebaurtd truck has not arrived for loading, then the
product will be put into temporary storage. Therefahey proposed nine sequencing strategies for
both inbound trucks and outbound trucks to minimize number of products passing through
temporary storage and thereby reduce the totalatipartime. In order to increase the efficiency of
the operation of the cross docking, Maknoon andtiBi#p(2009) proposed a dynamic programming
algorithm, an evolutionary algorithm and a heucisipproach. They maximized the ratio between the
total number of directly transiting products to tieéal number of transiting products by optimizing
the sequence of both inbound and outbound trudksy Bssumed a constant transferring time inside
the cross-dock as there is only one strip and teek sloor. For scheduling the trucks in the cross-
docking system based on the proposing model by i Eagbelu (2008), Vahdani and Zandieh
(2010)applied five metaheuristic algorithms, GA,, T8\, electromagnetism-like algorithm (EMA)
and VNS. According to the obtained results, VNSesommended for scheduling trucks in cross
docking systems. For the same cross-docking sysfiarasmetaheuristic algorithms were applied by
Boloori Arabani, Fatemi Ghomi and Zandieh (2011A,3S, particle swarm optimization (PSO),
ACO and differential evolution (DE). Based on thH#tained analysis, the GA, PSO, ACO and DE
algorithms have relatively similar behavior in aicouy the best objective function, makespan, while
the TS shows different results. A dynamic prograngnimethod for optimizing the sequence of
inbound and outbound trucks at cross-docking teatsiwas studied by Boysen, Fliedner, and Scholl
(2010). They merged individual handling times foogucts with service slots to which inbound and
outbound trucks are assigned. This approach ieréifit from what Yu and Egbelu (2008)employed,
as they dealt with more detailed handling timeprotucts that are in principle hard to obtain. ét sl
comprises the time required for completely unlogdam inbound truck and completely loading an
outbound truck. Boloori Arabani, Fatemi Ghomi, aahdieh (2010) dealt with a multi-criteria cross-
docking scheduling for customers whose manufaajusystems are just-in-time. The simultaneous
minimization of two criteria (earliness and tardiggwas the aim of this study. Three metaheuristics
GA, PSO and DE, were proposed for the schedulimgplem. In order to solve the cross-docking
scheduling problem, Boloori Arabani, Zandieh andeRa Ghomi (2011)addressed three famous
multi-objective algorithms including non-dominatedrting genetic algorithm-Il (NSGA-II), strong
Pareto evolutionary algorithm-Il (SPEA-II), and sodpulation genetic algorithm-ll (SPGAII). The
objective was to minimize the total operationaldiend the total lateness of all outbound trailers.
Boloori Arabani, Zandieh and Fatemi Ghomi (2012)dedth a scheduling problem of inbound and
outbound trucks in a cross-docking system. Two aibjes, minimization of the total operation time
(makespan) and minimization of the total latenek®wbound trucks, were taken into account
simultaneously. For solving the above-mentionedlem, three multi-objective algorithms based on
the sub-population concept of evolutionary algenishwere developed. Storage in cross-docking
systems is a subject that Sadykov (2012) studied, ke aimed to reduce it. When products are
unloaded at the inbound door but the corresponalirtigound truck is not immediately available at the
outbound door, they are temporarily stocked inogagfe area and cause increasing storage costs. The
problem under study is concerned with schedulindp lirdbound and outbound trucks when there is
just a single strip and single stack door, andofgrmizing it, a dynamic programming algorithm is
proposed.

The second category concerns with the probldms tonsider the scheduling of inbound or
outbound trucks, one of the problems was studiedltiilliams, Stanfield and Geiger (2005, 2008).
They considered scheduling inbound trucks at asedogk used in the parcel delivery industry, in
which unloaded parcels are transported to outbdwneks by a fixed network of conveyors. The
assignment of doors as either strip or stack diorfixed, as this is a stationary network. The
transferring time of the parcels is dependent enatssignment of trucks to dock doors, and also on
congestion of the conveyor network. They presemtesimulation-based scheduling algorithm to
minimize the makespan. Since simulation optimizatocomputationally expensive, a decomposition
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approach was also proposed to tackle a similarl@nolfMcWilliams 2009, McWilliams 2010). The
objective was then to balance the workload. A maxmrmodel was derived for the problem and was
solved with several (meta-) heuristic methods. Aatyic version of this problem was also studied by
McWilliams (2009). A multi-door cross-docking preloh was considered by Alpan, Larbi and Penz
(2011) in which temporary storage was allowed. Wgieen an inbound truck sequence, a bounded
dynamic programming was proposed for determinirgdptimal outbound truck sequence, in a way
that the total cost was minimized. Also Boysen,sBorn and Tschoke (2013) considered an
operational truck scheduling problem in a crosskia system with multiple doors. They assumed
that the scheduling of all outbound trucks was dbe®rehand, and the corresponding departure
times were fixed. Therefore, the aim of this studs the optimization of the inbound truck sequence.
Provided a good was not loaded onto the desigmaidubund truck before its departure, profit was
lost. In order to maximize the total profit, hetigs called decomposition procedures and simulated
annealing were developed. Six metaheuristic algmst-SA, TS, ACO, DE and two hybrid DE
algorithms—were proposed by Liao, Egbelu and Ch@0d4.3) to solve a multi-door cross-docking
problem in which dock door assignment and the secpi®f inbound trucks were both taken into
consideration. The aim of this paper was to minértze total weighted tardiness. Konur and Golias
(2013)assumed that inbound truck arrival times werde unknown to the cross dock operator.
However, the operator knows the incoming trucké$vakrtime windows, i.e. the lower and upper
bounds on the truck arrival times. A GA based hsigrivas proposed for finding Pareto-efficient
schedules for inbound trucks. In the research phAlet al. (2011), Boysen et al. (2013), Liao et al
(2013) and Konur and Golias (2013), only the seqasrof inbound trucks or outbound trucks were
considered to be optimized.

The literature related to the third categoryiahitonsists of scheduling both inbound and outboun
trucks, is rare. A dynamic programming and simwaiaenealing method for truck scheduling in the
cross-docking operation was developed by BoysedQR0This work dealt with a special truck
scheduling problem arising in the (zero-inventocydss-docks of the food industry, where strict
cooling requirements forbid an intermediate storamgde the terminal, so that after products are
unloaded from the inbound trucks, the products rhadbaded on the outbound trucks, directly. The
problem is formalized such that different operagioabjectives, i.e. the flow time, processing time
and tardiness of outbound trucks, are minimizee, kdm and Joo (2012) proposed a mixed integer
programming (MIP) model for door-assigning and saaing of trucks in a multi-door cross-docking
problem. For maximizing the number of products et be shipped within a given working horizon
several GAs were proposed. Joo and Kim (2013) densd a truck scheduling problem for three
types of truck—inbound trucks, outbound trucks eoshpound trucks. The compound trucks play the
roles of inbound trucks and outbound trucks. Twdatneuristic algorithms, GA and self-evolution
algorithm were proposed for minimizing makespantHa research of Boysen (2010), Lee et al.
(2012) and Joo and Kim (2013), the moving timepraiducts between different inbound doors and
outbound doors were assumed to be the same. Howtreetime requirements for moving goods
inside the cross-docking generally depend on tleesponding distance between the dock doors to
which the respective inbound and outbound trucksaasigned. When taking multiple inbound doors
and multiple outbound doors into consideration, &ssignment of trucks to inbound doors and
outbound doors should be taken into account. Yiym K2013)studied a problem which aimed to
improve the efficiency of multi-door cross-dockihyg optimizing both inbound and outbound truck
sequencing and both inbound and outbound truck dssignment. The objective was to minimize the
makespan. In order to optimize the problem, a méoektalculating the makespan was proposed.
When given a sequence of all inbound and outboruzks, the calculation model could assign all
inbound and outbound trucks to all inbound and outid doors based on first come first served
(FCFS) strategy and then calculate the makespanpfidposed makespan calculation model was then
integrated with a variable neighborhood search (YM&ich could optimize the sequence of all
inbound and outbound trucks. Moreover, four SinedaAnnealing (SA) algorithms were adopted for
comparison.

This research considers a scheduling problerseraing the assignment of trucks to dock doors,
and likewise determining the docking sequencesibbund and outbound trucks at each door. The
objective of this study is to find the best truaheduling, so that the makespan is minimized. This
research is an extension of the model presentdcbyKim and Joo (2012), in which ho mandatory
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constrains exist for the presence of outbound satkheir designated stack doors; moreover, tlsere

a releasing time for each of the inbound trucks, they might not be available in the beginninghef t
working horizon. Also, for each of the outboundcls a loading sequence is determined, such that
assigned products from each inbound truck canaresferred independently, and the ones which have
arrived sooner at the designated stack door mudbdmed first. The outline of this paper is as
follows: in the next section, the mathematical masi@resented. Section 3 presents the metaheuristi
algorithm, and Section 4 shows a numerical exanfalghe end, a conclusion and future research
direction are provided in Section 6.

2- Problem description

This research aims to find the best scheduliniglmound and outbound trucks in a cross-docking
system with multiple dock doors in order that thakespan is minimized. Hence a mixed integer
programming model is derived to find the optimduson—determining where and when inbound and
outbound trucks should be processed. In additiorspecifying the assignment of inbound and
outbound trucks to doors and the docking sequermesuct assignments must be determined
simultaneously. A loading sequence for each ofotltbound trucks will be determined as well, such
that assigned products from each inbound truckoeammansferred independently, and the ones which
have arrived sooner at the designated stack dost bauloaded first. To clarify the problem under
study, we first state the basic assumptions tleataden into account.

* There is a releasing time for each of the inboundks, so they might not be available in the
beginning of the working horizon.

» All outbound trucks are available in the beginnamgl waiting for loading in the outbound truck
yards.

* An exclusive mode of service is considered, i.ehedock door is assigned either to inbound or
to outbound trucks.

* Arriving goods are unloaded from the inbound truakd transferred to the appropriate outbound
docks where they are loaded into outbound truckbeinternal operations—like sorting and
labeling—are not considered. Sufficient personnel @quipment are assumed to be available for
performing all loading, unloading and transferropgrations.

* Preemption of loading or unloading a truck is ntoveed. So, a docked truck has to be
completely processed before it leaves the dock.

 For an inbound truck which has arrived at an inlsbdieor, only one product unit can be
unloaded at a time. The total unloading time ofrdoound truck is dependent on the number of
product units to be unloaded.

* The time needed to transfer goods from inboundiutbaund trucks is directly proportional to the
rectilinear distance between the dock doors to wliie trucks are assigned, as the transfer
velocities are all the same.

* Intermediate storage inside the cross-dock is @tbwvrhis means that the products assigned to
each outbound truck can be transferred to the apjate stack door before its arrival. The
capacity of the storage area is infinite.

»  The truck changeover time is fixed.

* Products are interchangeable.

* There is a loading precedence for each outboumd,tauch that the goods which arrive earlier
must be loaded first.

Based on the aforementioned assumptions, a mixegenprogramming model is derived for
calculating the makespan. The following notationsed in the mathematical model:

Indices

i,i'=1,2..1 indices of inbound truck
j,j'=1,2...] indices of outbound truck
[=1,2..L index of inbound door

m=1,2..M index of outbound door



Parameters
Tim the distance between inbound déand outbound doon

Tw;  releasing time of inbound truck

T the number of product units that are initiallyded in inbound truck
S; the number of product units that are initially negdor outbound truck

UD unit time for loading or unloading products

Tc truck changeover time

N a large positive number

Variables

Xij the number of units of product that are transfefrenh inbound truck to outbound truck
EI; the time that inbound trudkenters the inbound door

EJ; the time that outbound truglenters the outbound door

DI; the time at which inbound truddeaves the inbound door

DOJ;; the time at which loading of products transfernemf inbound truck to outbound truck is
completed

DJ; the time that outbound trugkeaves the outbound door

LT;;  the time at which productstransferred from inbotrdki to outbound truck can be loaded

Cmax Makespan

vij a binary variable that is one if at least one pobddinit transferred from inbound truéko
outbound trucld; otherwise it is zero.

ID;;  a binary variable that is one if inbound trucls assigned to inbound dofrotherwise it is
zero.

0Dj, a binary variable that is one if outbound trydk assigned to outbound daar otherwise it
is zero.

p;i;  abinary variable that is one if tru¢lpreceded truck’ in the inbound truck sequence at strip
doorl wheni # i’ or trucki is the first truck at strip dodrwheni = i’; otherwise it is zero.

qjj'm @ binary variable that is one if trugkpreceded truck’ in the outbound truck sequence at
stack doomm whenj = j' or truckj is the first truck at stack doet whenj = j’'; otherwise it is zero.

Y, a binary variable that is one if the assigned pet&l from inbound truck arrived at the
designated stack door before the presence of sipecave outbound trugkotherwise it is zero.

Gyi; @ binary variable that is one if; = vy; = 1 and trucki’ precedes truck in the loading
sequence for outbound trycwheni # i’ or v;; = 1 and products from truckhave the first priority
for loading when = i’; otherwise it is zero.

H;;  abinary variable that is one if the assigned pet&lfrom inbound truck for outbound truck

j arrived at the relative stack door before the ilogaf assigned products from inbound trutlon
outbound truclf is finished; otherwise it is zero.

The mixed integer programming model is given below:
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The objective is to minimize the makespan. Quaiirst (2) ensures that the total number of units of
product that transfer from each of the inboundksuo all outbound trucks must be exactly the same
as the number of units of product which were ifitilbaded in each of the inbound trucks. Similarly
constraint (3) ensures that the total number alurfi product that transfer from all inbound trutéis
each outbound truck is exactly the same as the auoflunits of product needed for each outbound
truck. Constraint (4) enforces the relationshipaeen variablex;; and variable;;. Constraints (5)
and (6) define that each of the inbound trucks auttbound trucks must be assigned to an inbound
door and outbound door respectively. Constraintgqy ensure that inbound trucks assigned to the
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same door must appear once in the sequence. Ganh§Maguarantees that only one inbound truck at
each door is positioned at the beginning of theisege. Constraint (8) describes that if an inbound
truck is assigned to a door, it is preceded byrdoound truck. Constraint (9) expresses that if an
inbound truck is assigned to a door, it can be saded, at most, by one inbound truck. The inbound
truck that is in the last sequential position adar will not have a succeeding truck. Similarly
constraints (10)-(12) define that outbound trucksigned to the same door must appear only once in
the sequence. Constraint (13) ensures that theimgtime of each inbound truck must be greater-
equal than its releasing time. Constraint (14) egpes that the departure time of each inbound truck
is equal to the starting time of its unloading pthe time needed for unloading the goods in it.
Constraint (15) defines that the starting time &fuaceeding inbound truck at a door is equal to or
greater than the sum of the departure time ofriggeqding truck and the changeover time. Constraint
(16) depicts the time which products transferreonfran inbound truck to an outbound truck can be
loaded. Constraint (17) defines that the startimg tof a succeeding outbound truck at a door igkequ
to or greater than the sum of the departure timé@sopreceding truck and the changeover time.
Constraints (18)-(20) ensure that the goods traregfefrom an inbound truck to its designated
outbound truck must appear only once in the sequehds loading. Constraints (21)-(25) compute
the time that goods transferred from an inboundkito an outbound truck are loaded, such that only
one of these constraints will be enabled for edde transferred products. Constraint (26) defines
the departure time of each outbound truck, andtcans (27) expresses thatfaxmust be equal to
or greater than the departure times of outboundksruConstraints (28)-(30) specify the type of
variables in the model.

In the abovementioned model, constraint (16namlinear, and also, variablgaj,Hii:j are

dependent on other variables in the model. Theeetor linearize constraint (16) and give a precise
mathematical form of variablgg,Hl-ifj, we need to add several constraints and changendie!
into a mixed integer programming model.

The complexity of this problem highly dependstib@ number of inbound and outbound trucks and
the number of strip and stack doors. Moreoverh@andgtudies of Lee, Kim and Joo (2012),it has been
proved that this problem is NP-hard, because asntimber of inbound and outbound trucks
increases, the computational time grows expondntigherefore, a simulated annealing algorithm is
proposed to solve the abovementioned problem.

3- Simulated Annealing

In this section, we present a Simulated Anngadilgorithm in order to find the optimal soluticor f
the aforementioned objective function-makesparthasmathematical model will not be applicable
for finding the optimal solution for the large-seakal-world cases. Simulated annealing (SA) is a
generic probabilistic meta-algorithm for the globaptimization problem, to locate a good
approximation of the global optimum of a given ftiao in a large search space. It was independently
invented by Kirkpatrick,Gelatt and Vecchi (1983nh& then, simulated annealing has been used in
many other applications. Papers that have appliedilated annealing to cross-docking related
problems include Jayaraman and Ross (2003), RodsJayaraman (2008), Chen et al. (2006),
Vahdani and Zandieh (2010), Soltani and Sadjadi@?0and Liao, Egbelu and Chang (2013).
The name and inspiration for this generic probstidimeta-algorithm came from the technique of
annealing in metallurgy, which involves heating aaatrolled cooling of a material to increase the
size of its crystals and reduce their defects. fidwt causes the atoms to become unstuck from their
initial positions (a local minimum of the internahergy) and wander randomly through states of
higher energy. Slow cooling gives the atoms morancks of finding configurations with lower
internal energy than their initial states.SA iseaghborhood search technique that has produced good
results for combinatorial problems. The major adage of SA over other methods is its ability to
avoid becoming trapped at local minima. Also SAi® of the metaheuristic algorithms which can
definitely converge to the optimal solution whiles required conditions are met. The algorithm
employs a random search, which accepts not onlpgdsthat improve the objective function but
also some changes that do not improve it. SA isration of hill climbing in which some non-
improving moves may be made during the search psoddie basicstructure of SA algorithm is
presented in Table 1 where the following notatiaresused:
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S Current solution
S* Best solution
f(S) Value of objective function in solutigh
n Repetition counter
T, Initial temperature
Sublt Number of repetitions allowed at each temperatevell
P Probability of accepting,, when it is not better thah
Note: While performing a maximization problem, tbbjective function is multiplied by
—1 to obtain a capable form.

Table 1: Basic structure of SA algorithm

Initialize the SA control parametef,(Sublit)
Select an initial solutiors,
SetT =Ty, S =Sy, 5" = S,; calculatef (S0)
While the stop criterion is not reached do
Setn =1;
While n < Sublit do
Generate solutiofin in the neighborhood df;
Calculated = f(S,,) — f(S)
If A0
S=S,n=n+1;

else
generate a random numbere (0,1)
if(r<p=exp (—%))
S=8;n=n+1;
end
end
IFCFES) < f(S)
=S,
end
end
Reduce the temperature
end

The algorithm starts with an initial solution ttee problem. In the inner cycle, the SA is repgate
whilen < Sublt, and a neighboring solutidfy, of the current solutiof is generated. k < 0, S, is
better thar, so the generated solution replaces the currelntico, otherwise, the solution is

accepted with a criterion probabilitexp (— é)). The value of temperaturB decreases in each

iteration of the outer cycle of the algorithm. Qtnwsly, the probability of accepting the worst st
decreases as the temperature decreases in eacltyniée The performance of SA depends on the
definition of several control parameters:

a) The initial temperaturel,, should be high enough so that, in the first iteraf the algorithm,
the probability of accepting the worst solutioraideast 80%.

b) The most commonly used temperature reducing fumdsogeometricT; = C.T;_;where C <
1 and is constant. Typicallp.7 < C < 0.95.

c) The length of each temperature lev&alpit, determines the number of solutions generated at a
certain temperaturd.,.

d) The stopping criterion defines when the systemrbashed a desired energy level, and is based
on:
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* The total number of solutions generated.

» The temperature at which the desired energy levadached (the freezing temperature).

 The ratio between the number of solutions accepted the number of solutions
generated.

Obviously, each of these control parametersizgsen according to the specific problem on hand. In
the proposed SA algorithm, the stopping criter®thie total number of solutions generated. The two
most important factors in designing SA algorithra #@ne solution representation and neighborhood
generating procedure, which highly influence thevawgence speed of the SA.

A combination has been used for representingstiiation, such that integer-valued lists are
considered for assignment of inbound and outbowntks to inbound and outbound doors and also
for product assignments, where the length of eawnh ip based on the size of the respective part.
Permutation is proposed for showing the dockingusages of trucks and docking sequences of
assigned shipments for each outbound truck. Figushows a feasible solution representation, in
which there are6 inbound trucks and 4 outboundkguwith 3 strips and stack doors.

1 1 2 2 2 3 4 4 5 6 6

2 3 2 2 1 2 3 2 1 11

Figure 1. An example of the solution representation

The first part of the solution representatiomick is a matrix with two rows, demonstrates the
docking assignment and docking sequence of inbowaks. The first row of the matrix shows the
assignment of inbound trucks to strip doors, thmgtle of which is equal to the number of inbound
trucks, and the values vary among the number obunt doors. The second row of this matrix
represents the docking sequence of inbound trubkslength of which is equal to the number of
inbound trucks, and the values are a permutatiothefnumber of inbound trucks. In the same
manner, the second part of the solution representatemonstrates the docking assignment and
docking sequence of outbound trucks. Similarly, firet row of this matrix shows the assignment of
outbound trucks to stack doors, but its lengthgisad tothe number of outbound trucks, and its value
rang among the number of stack doors. Also, therskcow of this matrix represents the docking
sequence of outbound trucks, the length of whiadgisal to the number of outbound trucks, and the
values are a permutation of the number of outbdruaks. The last part of the solution representatio
indicates the product assignment, which is comgrafetwo rows, the lengths of which are equal to
the total number of products that are initiallyded into inbound trucks. In the first row of thiarp
the number of each inbound truck is repeated imasgending manner based on the number of
products it has, and the second row consists afthger of outbound trucks, which are set based on
their demands but in a random manner. To clarify third part of the solution representation,
consider the third part of the solution shown igufe 1. Suppose that the total number of products i
inbound trucks is11 units, and the number of pregltitat are initially loaded into inbound truck?1,
3,4, 5 and 6 are respectively 2, 3, 1, 2, 1 andlsb, the demands of outbound trucks 1, 2 ande3 ar
respectively 4, 5 and 2 units. The second row shbeproduct assignment, which is as follows: for
outbound truck 1 with 4-unit demand, 1 unit ofdsmand is provided by inbound truck 2, another
unit is provided by inbound truck 5, and 2 unitstlis demand is supplied by inbound truck 6. The
demand of other outbound trucks can be explainedsimilar way.

The most important point in this solution regmetstion is: all the randomly generated solutiams a
feasible; thus, there is no need for consideringaftg cost. As mentioned above, the solution
representation is comprised of three different ganmence, different neighborhood functions have
been employed for each part of the solution. Fdtinganew sequences, a roulette wheel selection is
applied to choose one of the three neighboringaipes. Various operators have been considered for
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generating sequences: paired swap, inversion asertion. In order to create a new docking
assignment, one of the arrays is chosen randomyy, iz value will then be substituted with a
different number in the list. Also, for generatingw product assignment, two positions are chosen
randomly in the product list; then, the valuestdde two chosen positions will be changed only if
these values are provided from different inboundkis in the given list.

4- Numerical examples

In this section, two sets of problems are tesiethe proposed SA algorithm and GAMS software
CPLEX solver, in order to evaluate the efficiendyS# algorithm. Due to the complexity of this
problem, which highly depends on the number of imsband outbound trucks and also inbound and
outbound doors, two problem groups are generatedoraly based on these parameters. The first
group of problems includes having less than 4 inbloand outbound trucks and less than 3 strip and
stack doors. This group of problems is createdotopare the solutions found by SA to the optimal
solution that is obtained by GAMS software. Forfingt set of test problems, CPLEX solver was able
to find the global optimum in less than two houtsr each of the SA parameters, different values are
proposed by random, and one of the parametergheifi be changed in its given domain while other
parameters are fixed. This process is repeateh2d for each of the changes. The best combination
of SA parameters is then chosen.

The second group of problems includes the onewhich CPLEX cannot obtain the optimal
solution in the given time (two hours); howevervesal instances are run with CPLEX to show its
disability as compared to SA algorithm in regarcctonputational time and found solution. For this
group of instances, adjusting SA parameters is dsneell as for the first group. All the experimgent
are shown in Table5&6. All the needed data are @h@andomly. For example, the time needed for
loading and unloading one product is assumed 5 tinits, and the truck changeover time is 20 time
units. The transferring time among different staipd stack doors is calculated through rectilinear
distance. Also needed values for inbound truckererg times are chosen by random and are shown
in Table 2.The needed time windows are the samalfdhe tested problems. All the experiments
utilize CPLEX and SA, and are executed on a PC with50 GHz Intel Core i7 CPU and 16GB
RAM.

Table 2. proposed inbound truckstime windows

Inboundtruck 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Timewindows 40 10 0 70 35 89 120200 90 250110 20 0 75 205220300

Table 3. Final adjusted valuesfor parameters of thefirst group of problems

Parameters Adjusted value
Initial Temperature 100
Maximum number of main iterations 100
Maximum number of sub iterations 120
Cooling rate 0.93

Table 4. Final adjusted valuesfor parameters of the second group of problems

Parameters Adjusted value
Initial Temperature 2000
Maximum number of main iterations 400
Maximum number of sub iterations 300
Cooling rate 0.96
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Table 5. Results of the problemsin thefirst group

CPLEX SA algorithm
Number Number Number
of /O  of I/O _ of Time Cmax Average
Truck  Dock  shipment (g Cmax time (sec.)
Runl Run2 Run3 Run4
2/2 2/2 45 1 290 290 290 290 290 5.5
3/3 3/2 55 611 285 285 285 285 285 6.5
3/3 3/1 50 776 380 380 380 380 380 9.6
3/3 1/2 47 9 319 319 319 319 319 8.5
4/4 1/2 70 1260 455 455 455 455 455 11.8
4/2 1/2 70 1 455 455 455 455 455 9
Table 6. Results of the problemsin the second group
SA algorithm
Number Number  Number
of 110 of 110 of Cmax Average  CPLEX
Truck Dock  shipment —— — time
Runl Run2 Run3 Run4d (sx)
4/4 3/3 57 215 215 215 215 159 215
5/3 2/2 60 260 260 260 260 129 264
715 3/3 80 243 239 235 243 240 269
717 4/3 90 250 259 254 250 281 305
8/4 4/2 98 329 329 329 329 226 365
10/5 5/4 100 310 310 310 310 317 345
10/6 715 115 328 328 328 328 410 350
12/5 3/3 110 339 330 339 333 329 355
1217 5/3 140 380 380 380 380 507 *
1217 8/4 140 329 329 329 329 593 *
12/10 716 140 328 328 328 328 711 373
15/10 8/7 153 322 322 322 322 865 441
15/10 9/6 153 322 322 322 322 903 *
17/13 10/8 171 372 372 372 372 1242 *
17/13 5/3 171 439 439 439 439 955 *

The test results of the problems in Group 1lrap®rted in Table5. The structure of the tablesis a
follows: the first three columns of the table shibv problem information, the next column contains
the results obtained by CPLEX, and the last colimdicates the results acquired by SA algorithm.
By comparing the obtained results of SA and thémmgdtsolution which is found by CPLEX, we can
claim that the proposed SA algorithm has good perdmce for small sized truck scheduling
problems. Each of the reported instances was runtfmes with the proposed SA, and every time,
the obtained result was the same as the optimativelsolution, which shows the efficiency of the
proposed SA for small instances. Neverthelesshasiimber of trucks increases, the computational
time of CPLEX enhances significantly, while the pseed SA’s computational time goes along a
polynomial function. In Table 6, the results of theblems in Group 2 are summarized, which
contains the instance parameters, the obtainedspakeéy SA algorithm, the average computational
time of the proposed SA, and the objective funcabthe best solution obtained by CPLEX solver in
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2 hours’ time limit for each of the given problemsstar in the CPLEX results column means that the
solver was not able to find a feasible solutiomvin hours. However, the computational times of the
proposed SA for this group of problems are smatiugh to obtain solutions in a reasonable time
frame.

5- Conclusion and future works

In this paper, a truck scheduling problem waslisd which deals with scheduling of both inbound
and outbound trucks at a cross-docking system mvithiple dock doors. The objective of this study
was to find the best docking assignment and docgatgience for inbound and outbound trucks in a
way that the makespan is minimized. Therefore tlicg aim, determining the door assignment and
docking sequences for all inbound and outboundkgri@d to be done simultaneously. Due to the
interchangeability characteristic of products, preidassignment had to be determined as well. In
regard to the proposed objective function, a logdsequence was determined for each of the
outbound trucks, which led to minimization of thakaspan, and also helped to reduce the occupied
storage space in the cross-dock, as a limited ggospace is available in reality. In addition,
considering the transferring time between diffemtk doors was another option that could help the
objective function to be minimized. The problem Wasnulated as a mixed integer programming
model in order to find the optimal solution. Altlghu CPLEX could be used for solving the small
sized problems, it got inefficient and impractidal solving large sized problems because of the
increased computational time requirement. There@®mulated annealing algorithm was proposed
for solving the large sized problems to (near-)iropt. The obtained results indicated the
effectiveness of the proposed SA, as the compuiatiime is significantly small as compared to the
running time of CPLEX solver.

Although various real-world details were takewtoi account, several others have not been
considered, like limited storage capacity and ima&congestion. Also, this problem was assumed to
be static, whereas in practice, trucks arrive latpiipment fails, etc., so uncertainty and varigpbil
should be taken into account. Therefore, futureassh should incorporate these issues in the truck
scheduling problem in order to increase the appiiicya
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